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Abstract—For a multiple antenna Gaussian broadcast channel,
we look for inputs that facilitate secret transmission between au-
thorized communication parties in the presence of passive eaves-
droppers. In this work, we assume all channel information is
known at the transmitter. For the general multiple antenna sys-
tem, we find that the problem of optimizing over Gaussian in-
puts for achievable secrecy rate is not convex, making it difficult
to solve. However, for the simpler case where multiple transmit
antennas are deployed with only a single receive antenna used at
both the intended receiver and the eavesdropper, the problem can
be solved easily. The analytical solution for this case is presented.

Index Terms— Information security, Multi-antenna transmis-
sion

I. INTRODUCTION

Although conventional cryptographic security mechanisms
are essential to the overall problem of security, the openness
of wireless medium poses both threats and opportunities for se-
curing transmission. The openness of the transmission medium
makes eavesdropping extremely easy– anyone within commu-
nication range can listen to the traffic in the air, and possibly
extract information. However, the unique properties of wireless
medium might provide ways of combating such security threats.
For example, due to random fading, the intended receiver will
have a channel different from an eavesdroppers’s when she is
at a reasonable distance away. This difference can be utilized
to secure the communication between the transmitter and the
intended receiver. In this paper, we consider the secret wireless
communication problem for multiple antenna system from an
information-theoretic view.

In an information-theoretic secret communication system,
a sender (Alice) wishes to reliably communicate a secret S
to an intended receiver (Bob) in the presence of an eaves-
dropper (Eve). The secret S, a random integer from the set{
1, 2, . . . , 2nR

}
, is transmitted in n channel uses. In this

case, the secret has entropy H(S) = nR bits and the se-
crecy communication rate is R = H(S)/n bits per chan-
nel use. In these n channel uses, Alice transmits the coded
signal Xn = X1, . . . , Xn; Bob receives the channel output
Y n = Y1, . . . , Yn and decodes Ŝ with error probability Pe =
P

{
S �= Ŝ

}
. After Eve overhears the output Zn = Z1, . . . , Zn,

her residual uncertainty regarding the secret message S is given
by the conditional entropy H(S|Zn). This conditional en-
tropy is generally expressed as a normalized equivocation rate
∆ = H(S|Zn)/H(S). From the perspective of confidential
and reliable communication, the system performance depends
on both the communication rate R and the equivocation rate ∆.
In particular, the rate tuple (R0, ∆0) is achievable if for any

ε > 0 there exists a rate R encoder and decoder with equivoca-
tion rate ∆ such that for some n,

Pe ≤ ε, R ≥ R0 − ε, ∆ ≥ ∆0 − ε. (1)

In this paper, we focus on the case ∆0 = 1, corresponding
to the case where Eve’s information per secret information bit
regarding the secret S gained by the observation Zn is given by

I(S; Zn) = H(S) − H(S|Zn)
= (1 − ∆)H(S) ≤ εH(S). (2)

That is, Eve learns arbitrarily little information regarding the
secret S.

This model of information-theoretic secret communication
started with Wyner’s analysis of the discrete memoryless wire-
tap channel [1]. In Wyner’s system, Eve hears a degraded ver-
sion of Bob’s received signal in that the channels are defined by
a Markov chain X → Y → Z . This was generalized by Csiszár
and Körner [2] to a system in which Alice transmits confiden-
tial messages to Bob at rate R as well as common messages to
both Bob and Eve at rate R0. When the rate of common mes-
sages is R0 = 0, [2] defined the secrecy capacity Csec as the
maximum rate R, such that the tuple (R, ∆ = 1) is achievable
and showed that

Csec = max
V →X→Y Z

I(V ; Y ) − I(V ; Z). (3)

In this case, given the discrete memoryless channel (DMC)
PY Z|X , secrecy capacity is achieved by maximizing over all
joint distributions PV,X (v, x) such that the Markov chain V →
X → Y Z holds.1

In subsequent work, Maurer and Wolf [3] showed that the
secrecy condition (2) employed by Wyner and by Csiszár and
Körner could be strengthened considerably through a technique
called privacy amplification without reducing the secret capac-
ity Csec. In this work, we follow the traditional information-
theoretic definitions of security with a focus on the optimiza-
tion of Csec while keeping in mind that an actual system would
likely employ privacy amplification[4].

In theory, (3) is a complete characterization of the secrecy
capacity Csec; however, many questions remain unanswered.
For example, there are no systematic methods to optimize over
the auxiliary input V and the PX|V channel. Yet the auxiliary
is often essential, how to choose it optimally remains elusive
for the general cases. However, for fixed channels, some results

1The notation maxX where X is a random variable is a shorthand for max-
imization over the choice of PMF PX (x) when X is discrete or PDF fX (x)
when X is continuous.
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are known when the channels of Bob and Eve satisfy certain
conditions. In [5], the DMC PY |X is defined to be more capable
than PZ|X if I(X ; Y ) − I(X ; Z) ≥ 0 for all inputs X . In
addition, the DMC PY |X is defined to be less noisy than PZ|X
if I(U ; Y )−I(U ; Z) ≥ 0 for all inputs U and DMCs PX|U . It is
known that less noisy implies more capable. In [2], it is shown
that if Bob’s channel is more capable than Eve’s channel, then
the secrecy rate Csec is achieved when V = X . Thus, when
Bob has a more capable channel,

Csec = max
X

I(X ; Y ) − I(X ; Z). (4)

Nevertheless, it remains to find the optimal input X that
achieves Csec for common channels. A fundamental difficulty
is that I(X ; Y ) and I(X ; Z) are both concave functions in the
input distribution PX . Thus the difference I(X ; Y ) − I(X ; Z)
is, in general, neither concave nor convex in PX and may have
multiple local maxima. In this case, convex optimization pro-
cedures are not guaranteed to find the optimal input distribution
[6]. We do note that the case that Bob’s channel is less noisy
than Eve’s is an exception since van Dijk [7] has shown that
PY |X is less noisy than PZ|X if and only if I(X ; Y )− I(X ; Z)
is a concave function of PX .

Recently there has been a flurry of activity targeted at en-
hancing the secrecy of communication between wireless de-
vices utilizing the fading properties of wireless channels, such
as [8], [9], [10], [11]. In this paper, we are interested in mul-
tiple antenna systems. The secure communication problem for
Multiple-input Multiple-output (MIMO) systems was studied
in [12], where it was shown that proper exploitation of space-
time diversity at the transmitter can enhance information secu-
rity and information hiding capabilities. In particular, for infor-
mation security, Hero showed that when the eavesdropper is un-
informed about his channel, the transmitter can enforce a zero
information rate to the eavesdropper while delivering a posi-
tive information rate to the intended receiver by restricting the
space-time modulation to a class of complex transmit matrices
whose spatial inner product is a constant matrix. The channel
capacity under this perfect secrecy condition, when both the
transmitter and the intended receiver have channel information,
was derived. However, the restriction to an eavesdropper un-
informed about his channel is quite unrealistic. The secrecy
capacity of single-input multiple-output channel under Gaus-
sian noise was studied in [13] by transforming the channel into
scalar wiretap channels. Negi et al. [14], [15] studied secrecy
capacity with MIMO channels when artificial noise is injected.
They showed that injecting artificial noise in the nullspace of
the intended receiver’s channel can degrade Eve’s channel and
allow positive secrecy capacity even when Eve’s channel was
better before artificial noise injection. Practical schemes for
secret transmission with MIMO using randomization were pro-
posed in [16], [17].

In this paper, we examine what kind of input structure should
we use to achieve the secrecy rate for a multiple antenna
broadcast channel. Since the MIMO channel does not satisfy
the more capable or less noisy conditions, it remains elusive
whether an auxiliary random variable V is beneficial or not.
However, maxX I(X ; Y ) − I(X ; Z) can be considered as a

lower bound to the achievable secrecy rate, and it is instructive
to study this achievable secrecy rate under the MIMO scenario.
To make the problem simpler, we assume Gaussian random
codes are used at the transmitter and both Bob’s and Eve’s chan-
nels are known to Alice. The problem is formulated in Section
II. A simplified version of the problem for the Multiple-Input
Single-Output (MISO) case is solved in Section III.

II. PROBLEM FORMULATION FOR MIMO

When the broadcast channels are MIMO, the outputs at Bob
and Eve are modeled as

y = Hx + w1, (5a)

z = Gx + w2, (5b)

where H is the channel matrix between Alice and Bob, and G
is the channel matrix between Alice and Eve. w1 and w2 are
the corresponding noise.

To make the problem simpler, we assume zero mean Gaus-
sian random codes are used at the transmitter and both Bob’s
and Eve’s channels are known to all parties. We further as-
sume that the noise w1 and w2 are independent Gaussian white
noise with the covariance matrix normalized to identity matrix.
The distribution of the input x is characterized by its covari-
ance matrix Q = E[xx†]. The mutual information between
the transmitter and the receiver with channel matrix H under
this MIMO model was shown to be log det(Ir + HQH†) in
[18], where Ir is the identity matrix with size r, the number
of receiving antennas. Therefore, to maximize the achievable
secrecy rate Rs(Q) = I(X ; Y ) − I(X ; Z), we need to

maximize log det(Ir + HQH†) − log det(Ir + GQG†)

subject to tr(Q) ≤ P, Q � 0, Q = Q†, (6)

with the optimization variable Q, where � 0 implies positive
semidefiniteness. The channel input is required to satisfy the
transmission power constraint P . Here we assume Bob and
Eve have the same number of antennas, which we will extend
in later work.

The objective function of the above optimization problem is
not convex. This can be easily seen by noting that log det(Ir +
HQH†) is a concave function of Q. So, the objective function
is a difference of two concave functions. For Q’s that make the
second term of the objective function zero, the objective func-
tion is concave, while for Q’s that make the first term of the
objective function zero, the objective function is convex. For a
simple 2 × 2 MIMO case, we plot the I(X ; Y ) − I(X ; Z) as
a function of Q(1, 1) and Q(1, 2) for two random channel re-
alizations (assumed real here to allow plotting Q(1, 2)) in Fig-
ure 1, with the power constraint satisfied with equality. From
the figure, it is clear that maximizing I(X ; Y )− I(X ; Z) is not
easy even for this simple example, and a simple Newton method
could be trapped in a local maximum.

By introducing an auxiliary variable t, we can reformulate
the problem as

maximize t − log det(Ir + GQG†)

subject to log det(Ir + HQH†)) ≥ t

tr(Q) ≤ P, Q � 0, Q = Q†. (7)
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Fig. 1. I(X ; Y ) − I(X ; Z) for 2 × 2 random generated
MIMO systems as a function of the covariance matrix coeffi-
cients Q(1, 1) and Q(1, 2), with the power constraint satisfied
with equality.

This is a convex maximization problem over a convex con-
straint set. There is rich research on solving the convex maxi-
mization problem (referred to as concave minimization in most
references) numerically, as described in detail in [19], but their
applicability is not straightforward to our problem due to the
complex function format used here.

III. A SIMPLE CASE: MISO

Although problem (6) is non-convex, and thus hard when H
and G are of arbitrary size, the problem can be simplified for the
MISO case, where both receivers at Bob and Eve have only a
single antenna. Denote n to be the number of transmit antennas,
then H and G are 1×n vectors in this case. To avoid confusion,
we use row vectors h and g of size 1× n to denote the channel
realization, and rewrite the channel model as

y = hx + w1, (8a)

z = gx + w2. (8b)

Both the noise and the outputs are scalar now. We can further
simplify the model by a coordinate transform. Suppose we have
a unitary matrix R of size n × n, with property

RR† = R†R = In. (9)

Then (8) is equivalent to

y = hRR†x + w1 = h̃x̃ + w1, (10a)

z = gRR†x + w2 = g̃x̃ + w2, (10b)

where x̃, h̃ and g̃ are the vector representations of x, h and g
in the transformed space spanned by R. Since R is invertible, it
is clear that I(x; y) = I(x̃; y) and I(x; z) = I(x̃; z).

To simplify the model, we can choose R in the following
way

1) The first column is r1 = h†/||h||,
2) The second column r2 is orthogonal to r1, and lies in the

space spanned by h and g. Mathematically, this means

r2 =
(g − (gr1)r

†
1)

†

||g − (gr1)r
†
1||

=
(g − ||g||αr†1)

†

||g||√1 − α†α
, (11)

where α is the normalized correlation coefficient, defined
as

α =
gh†

||g|| · ||h|| .

(It is assumed that h and g are not in the same direction
here, since in that situation, the channel is just reduced to
a scalar Gaussian broadcast channel).

3) The rest of the rows are an arbitrarily chosen orthonormal
basis set for the remaining n − 2 dimensions, and are
orthogonal to the first two rows.

With this selection of R, we have

h̃ = hR = ||h|| · [1, 0, · · · , 0], (12)

g̃ = gR = ||g|| · [α,
√

1 − α†α, · · · , 0]. (13)

Since h̃ and g̃ both have zero components in the subspace
spanned by {r3, · · · , rn}, no power should be put into those
dimensions. So we can focus only on the subspace spanned by
the first two rows of R. This reduces the MISO channel model
to [

y
z

]
=

[ ||h|| 0
||g||α ||g||√1 − α†α

] [
x̃1

x̃2

]
+

[
w1

w2

]
(14)

From now on, we will refer

x̃ =
[
x̃1

x̃2

]
, h̃ = ||h|| [1 0

]
, g̃ = ||g|| [α √

1 − α†α
]
.

Our goal is to find the covariance matrix Q = E[x̃x̃†] that max-
imizes the secrecy rate I(x̃; y) − I(x̃; z) under the power con-
straint tr(Q) ≤ P . Once we find Q, we can easily transfer it
back to the original space using the transformation matrix R.

A. Analytical Solution

For the transformed model (14), we have

Rs(Q) = I(x̃; y) − I(x̃; z) (15)

= log(1 + h̃Qh̃†) − log(1 + g̃Qg̃†) (16)

= log
1 + h̃Qh̃†

1 + g̃Qg̃† . (17)

So, maximizing Rs(Q) is equivalent to maximizing (1 +
h̃Qh̃†)/(1+ g̃Qg̃†). Since the matrix Q is Hermitian and posi-
tive semidefinite, it can be written as Q =

∑2
i=1 λiuiu

†
i , where

ui are orthogonal unit vectors and λi ≥ 0 for i = 1, 2. Also,
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since the optimal solution always uses up all available power
(this point is more clear from the alternative method in Section
III-B), we let tr(Q) = P , which yields

∑
i λi = P . Then, we

can write

1 + h̃Qh̃† =
2∑

i=1

λi

P
u†

iui +
2∑

i=1

λih̃uiu
†
i h̃

† (18)

=
2∑

i=1

λi

P
u†

iI2ui +
2∑

i=1

λiu
†
i h̃

†h̃ui (19)

=
2∑

i=1

λi

P
u†

i (I2 + P h̃†h̃)ui, (20)

where we utilized the fact that for MISO h̃ui is a scalar so that
h̃uiu

†
i h̃

† = u†
i h̃

†h̃ui. Similarly, we can write

1 + g̃Qg̃† =
2∑

i=1

λi

P
u†

i (I2 + P g̃†g̃)ui. (21)

Thus,

1 + h̃Qh̃†

1 + g̃Qg̃† =
∑2

i=1 λiu
†
i (I2 + P h̃†h̃)ui∑2

i=1 λiu
†
i (I2 + P g̃†g̃)ui

. (22)

Denote ai = u†
i (I2 + P h̃†h̃)ui and bi = u†

i (I2 + P g̃†g̃)ui,
then maximizing Rs(Q) is equivalent to

maximize M such that
∑

i λiai∑
i λibi

≥ M. (23)

Since λi ≥ 0, ai ≥ 0, and bi ≥ 0, the above problem can be
rewritten as

∑
i λi(ai −Mbi) ≥ 0. The largest M that satisfies

the constraint is
M∗ = max

i

ai

bi
, (24)

and the corresponding λi are

λj =
{

P j = argmaxi
ai

bi
,

0 otherwise.
(25)

Moreover,

max
i

ai

bi
= max

u

u†
i (I2 + P h̃†h̃)ui

u†
i (I2 + P g̃†g̃)ui

, (26)

which can be converted to a well known Rayleigh quotient
problem. To see this, note that I2 +P g̃†g̃ is Hermitian and pos-
itive definite, so it can be factorized as I2 + P g̃†g̃ = V D2V †

where V is unitary and contains the eigenvectors of the matrix,
and D is diagonal and contains the square roots of the associ-
ated eigenvalues. Since the eigenvalues are nonzero, we can
define a new vector related to u by an invertible transformation:
v = DV †u. Then the optimization problem becomes

max
v

v†D−1V †(I2 + P h̃†h̃)V D−1v

v†v
. (27)

The optimal solution v∗ is just the eigenvector corresponding to
the largest eigenvalue of the matrix D−1V †(I2+P h̃†h̃)V D−1.

This may then be transformed back to obtain the optimal nor-
malized solution u∗. The resulting optimal covariance matrix
is simply Q∗ = Pu∗u∗†. We note that the solution u∗ is also
the generalized eigenvector corresponding to the largest gener-
alized eigenvalue of the two matrices I2+P h̃†h̃ and I2+P g̃†g̃.
In other words, it is the eigenvector with the largest eigenvalue
of the matrix

A = (I2 + P g̃†g̃)−1(I2 + P h̃†h̃) (28)

=
[

P ||g||2α†α + 1 P ||ĝ||2α†√1 − α†α
P ||g||2α√1 − α†α P ||g||2(1 − α†α) + 1

]−1

·
[
P ||ĥ||2 + 1 0

0 1

]
(29)

B. Alternative View

The method in previous subsection gives an analytical solu-
tion to our problem. An alternative view might provide more
insight to this problem, as we will explain in this section.

We can expand (14) to the following

y = ||h||x̃1 + w1, (30a)

z = ||g||
(
αx̃1 +

√
1 − α†α x̃2

)
+ w2. (30b)

Then we can write the achievable secrecy rate as

Rs(Q) = I(x̃; y) − I(x̃; z) (31)

= H(y) − H(y|x̃) − (H(z) − H(z|x̃)) (32)

= H(y) − H(z) (33)

= log(2πePy) − log(2πePz), (34)

where the last step uses the assumption that x̃ is a zero mean
Gaussian random variable. Py and Pz are the output powers at
Bob and Eve respectively. Denote P1 and P2 as the power of
x̃1 and x̃2, then we have

Py = E[yy†] = ||h||2P1 + 1, (35)

Pz = E[zz†] = ||g||2 (
αα†P1 + (1 − α†α)P2 + γ

)
+ 1,

(36)

with

γ = α
√

1 − α†αE[x̃1x̃
†
2] + α†√1 − α†αE[x̃†

1x̃2]. (37)

Define ρ be the normalized correlation coefficient

ρ =
E[x̃1x̃

†
2]√

P1P2

,

then

γ = α
√

1 − α†αρ
√

P1P2 + α†√1 − α†αρ†
√

P1P2 (38)

= (αρ + α†ρ†)
√

(1 − α†α)P1P2 (39)

= 2�(αρ)
√

(1 − α†α)P1P2. (40)

Now our problem is converted to finding the optimal
{P1, P2, ρ} (which determines Q), to maximize I(x̃; y) −
I(x̃; z) with the power constraint P1 + P2 ≤ P .
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An important observation here is that the optimization over
the correlation coefficient ρ can be separated from the opti-
mization over the power allocation. For a given power alloca-
tion {P1, P2}, to maximize Rs(Q), we should minimize H(z),
which is equivalent to minimizing Pz , and in turn minimizing
γ. From (40), we conclude that we should choose ρ to mini-
mize �(αρ), and meanwhile satisfy the constraint ρρ† ≤ 1. Let
αr and αi denote the real and imaginary part of α respectively,
and similarly for ρr and ρi, then ρr and ρi is the solution to the
following optimization problem:

minimize αrρr − αiρi,

subject to ρ2
r + ρ2

i ≤ 1. (41)

This is a convex optimization problem that can be easily solved
with the Lagrangian method, and the optimal solution is ρ∗ =
−α†/||α||.

With ρ = ρ∗, we obtain

γ = −2||α||
√

(1 − α†α)P1P2, (42)

σ2
z = ||g||2

(√
α†αP1 −

√
(1 − α†α)P2

)2

+ 1. (43)

Substituting (35) and (43) back to (34), we obtain

Rs(P1, P2) = log(Py) − log(Pz) (44)

= log


 ||h||2P1 + 1

||g||2
(√

α†αP1 −
√

(1 − α†α)P2

)2

+ 1


 . (45)

Now, we can choose P1 and P2 to maximize the above secrecy
rate with the power constraint. Note that the denominator is
minimized when

√
α†αP1 =

√
(1 − α†α)P2, which implies

that x̃1 and x̃2 cancel each other completely at the eavesdrop-
per’s receiver so that she essentially gets no information on the
input. We call this zero-forcing at Eve, and when it happens,
we have

P2 =
α†α

1 − α†α
P1. (46)

Thus, for a given P1, if P − P1 ≥ α†α
1−α†α

P1, which means

P1 ≤ (1 − α†α)P , we should choose P2 = α†α
1−α†α

P1 to

maximize Rs(P1, P2). When P1 > (1 − α†α)P , due to the
power constraint, zero-forcing is not possible. To maximize
Rs(P1, P2), we should do the canceling as much as possible,
which means P2 = P − P1. With this analysis, we can remove
P2 from the parameter list and obtain that
for P1 ≤ (1 − α†α)P

Rs(P1) = log(||h||2P1 + 1), (47)

and for (1 − α†α)P ≤ P1 ≤ P

Rs(P1) = log
( ||h||2P1 + 1
||g||2f(P1)2 + 1

)
(48)

where

f(P1) =
√

α†αP1 −
√

(1 − α†α)(P − P1).

0 2 4 6 8 10
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Fig. 2. Change of Rs(P1) with P1 at different Eve’s channel
gains. α = 0.7. P = 10, ||h|| = 1.

Note that the first segment of Rs(P1) increases with P1, which
means it has the maximum at P1 = (1 − α†α)P . This cor-
responds to the best secrecy rate with zero-forcing, and can
be consider as the lower bound to our achievable secrecy rate.
However, zero-forcing rate is constant regardless of Eve’s ac-
tual channel gain, so it might not be the optimal P1, as we can
see from Figure 2. For the same α = 0.7, when Eve’s chan-
nel gain is relatively large, the zero-forcing rate (corresponding
to the intersection of the two curves) is very good, while when
Eve’s channel gain is relatively small, it is not the best achiev-
able secrecy rate.

It is easy to see that the power constraint should always be
satisfied with equality, since the optimal P1 satisfies P1 ≥
(1 − α†α)P . Also, we only need to maximize the second seg-
ment of Rs(P1) over its corresponding range of P1. However,
the function format is complicated, and an analytical optimal
solution of P1 is hard to obtain in this way.

This view gives some insight on how coding should be per-
formed for secrecy reason. Note that ρ∗ρ∗† = 1 suggests that
x̃2 = cx̃1, where c is some optimally chosen constant. In other
words, x̃2 is linearly correlated with x̃1 in such a way that they
cancel each other to some optimal extent at Eve. When (46)
holds, the two inputs completely cancel each other, and the mu-
tual information between z and the input x̃ is zero. If we con-
sider x̃1 as the information bearing signal, and x̃2 as a jamming
signal, then our problem is a little similar to the correlated jam-
ming case described in [20], except that we have a different
objective function and the jammer and the user are cooperative.

IV. NUMERICAL EVALUATION

We now evaluate the achievable secrecy rate R∗
s =

maxQ log(1 + hQh†) − log(1 + gQg†), and see how it varies
with the MISO channel realizations h and g pictorially. For a
fixed power budget P , R∗

s is determined by ||h||, ||g|| and α.
In evaluation, we fix ||h|| = 1, and vary ||g|| and α. For sim-
plicity, we consider only the real channel here so that α is real.
It does not matter if α is positive or negative, since ρ∗ will al-
ways compensate that factor, so we only evaluate the secrecy
rate with positive α. The results are shown in Figure 3.
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Fig. 3. Change of R∗
s with the normalized channel correlation

coefficient α and Eve’s channel gain α. P = 10, ||h|| = 1.

We note that Eve’s channel gain ||g|| has a significant effect
on the secrecy rate only when it is worse than Bob’s channel.
When ||g|| > ||h||, zero-forcing strategy is close to optimal,
and ||g|| becomes almost irrelevant. Actually, the curves in Fig-
ure 3(b) converges to the corresponding zeros-forcing rates as
||g|| increases. As expected, the larger α, the more correlated
the two channels are, the lower the secrecy rate. α plays the
critical role on the achievable secrecy rate when ||g|| > ||h||.
Increasing α results in a sharp drop of the secrecy rate, and
α = 1 shuts down the secure communication completely when
||g|| > ||h||. On the other hand, we note that when α is small,
the rate loss relative to the normal capacity without eavesdrop-
pers is small. Moreover, as long as the normalized channel cor-
relation α �= 1, we can get a positive secrecy rate no matter how
strong Eve’s channel is. Since α = 1 means Eve’s channel is
a scaled version of Bob’s channel, the chance of this to happen
is small in a fading environment with multiple antennas. Also,
the more number of transmit antennas, the more likely that the
correlation of the two channels is small. Therefore, multiple
transmit antennas provide more freedom, and in turn allow se-
cret communication even when Eve’s channel is much better.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we studied the achievable secrecy rate for a
MIMO system, and the optimal input structure to achieve this
rate. For the general multiple input multiple output case, the
problem is not convex and is hard to solve. However, for the
MISO case, the problem can be reformulated, and can be solved
easily. An analytical solution is derived for this simple case and
the implication of the results are discussed in this paper. We
note that, in practice, Eve’s channel is in general not known
and is time varying. However, in cases where Eve’s general
statistics are known, we may wish to look at more general no-
tions for the secrecy relationship between Alice, Bob and Eve,
and we are currently examining such formulations as part of our
ongoing effort.
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