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ABSTRACT

Eavesdropping on human sound is one of the most common
but harmful ways to threaten personal privacy. As one of the
most essential accessories, headsets have been widely used in
common online conversations, such as online calls, video meet-
ings, etc. The metal coil vibration patterns of headset speak-
ers/microphones have been proven to be highly correlated with the
speaker-produced/microphone-received sound content. This pa-
per presents an online conversation eavesdropping system, RFSpy,
which uses only one RFID tag attached on a headset to alternately
sense the metal coil vibrations of headset speaker and microphone
for eavesdropping on speaker-produced and microphone-received
sound. In some accessible scenarios, such as meeting rooms, of-
fices, etc., assuming attackers secretly attach a small, battery-free
RFID tag under one ear cushion of an eavesdropped user’s headset
without being noticed. Meanwhile, RFID readers are camouflaged
as decorations placed in/out of rooms to transmit and receive RF
signals. When the eavesdropped user talks with other users online
by using the headset, RFSpy first activates the RFID tag attached on
the headset to capture the metal coil vibration patterns of headset
speaker and microphone upon RF signals. Then, RFSpy reconstructs
sound spectrograms from the RF signal-based vibration patterns for
not only trained words but also untrained (i.e., out-of-vocabulary)
words by utilizing a designed Sound Spectrogram Reconstruction
(SSR) network. Finally, RFSpy converts the sound spectrograms
to conversation content through a sound recognition API. Exten-
sive experiments in real environments demonstrate that RFSpy can
eavesdrop on online conversations with out-of-vocabulary (OOV)
words effectively.
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1 INTRODUCTION

In recent years, with the rapid development of Internet of Things
(IoT) sensing technologies, sound eavesdropping has become a ma-
jor security concern due to the non-encrypted characteristic of
human-speaking sound, which makes it vulnerable for attackers to
acquire sensitive information, such as personal privacy, business
secrets, and even military secrets, etc. Given the potential risks, ex-
isting acoustic sensor-based eavesdropping methods, such as using
microphones to record sound, have been extensively researched for
establishing mature countermeasures, e.g., setting up soundproof
rooms, placing anti-recording devices [5], etc. In addition, acoustic
sensing methods can only record human-speaking sound but fail to
eavesdrop on speaker-produced sound during online conversations
through headsets. Hence, side-channel attack methods for sound
eavesdropping are becoming increasingly attractive.

Some recent works explore using various non-acoustic sen-
sors, such as motion sensors and RF signals, to eavesdrop on
speaker-produced sound [1, 22, 44-46, 59] or human-speaking
sound [7, 39, 51]. However, RF signal-based sound sensing meth-
ods [22, 44, 45, 51, 59] generally require employed sensors, e.g.,
mmWave-radars, facing towards eavesdropped subjects, such as
users’ throats, phones, and speakers, etc. Hence, they are not ro-
bust to users’ positions, directions, etc., during sound eavesdrop-
ping. As one of the most common and essential accessories, head-
sets/earphones are widely used in various online conversations,
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such as online calls, video meetings, and online business services,
etc. Hence, some researchers use customized headsets/earphones
equipped with metal coil [31] or motion sensor [6] to eavesdrop
on speaker-produced sound [31] or microphone-received sound,
i.e., human-speaking sound [6]. However, due to the limitations
of employed sensors, the aforementioned works enable sensing ei-
ther speaker-produced sound or human-speaking sound, but fail to
eavesdrop on both speaker-produced and human-speaking sound
through only one sensor, which limits their application scenarios
greatly.

Nowadays, Radio-frequency identification (RFID) technologies
have been developed rapidly. RFID tag has the characteristics of
metal sensitivity [14, 21], flexibility, small size, and low cost, so it is
suitable to be attached on common headsets for sensing the metal
coil vibration of speakers and microphones. Since the metal coil
vibration patterns of headsets speakers/microphones are highly
correlated with the speaker-produced/microphone-received sound
content [26], we consider leveraging RF signals to eavesdrop on
online conversations through a headset with an attached RFID tag.

In some easily accessible or public scenarios, such as offices,
meeting rooms, labs, etc., attackers can secretly attach a small and
battery-free RFID tag under the ear cushion of an eavesdropped
user’s headset when the eavesdropped user is absent temporarily,
making it difficult to be noticed by the eavesdropped user during
online conversations through the headset attached an RFID tag.
Due to the close distance between the speaker and microphone
of headsets, it is feasible for attackers to use only one RFID tag to
alternately sense the metal coil vibrations of speaker and micro-
phone. Furthermore, owing to the outstanding penetration ability
of RFID signals, a compact RFID reader and antennas can be cam-
ouflaged as decorations, such as flower pots, framed paintings, and
bulletin boards, placed in rooms, or outside walls to transmit and
receive RF signals for achieving online conversation eavesdropping.
However, to implement online conversation eavesdropping through
headsets using RF signals, we face several challenges in practice.
First, the eavesdropping scheme needs to utilize only one RFID
tag attached on an headset for sensing the metal coil vibration of
both the headset speaker and microphone in/out of rooms. Second,
the eavesdropping scheme should be able to remove various inter-
ference from the received RF signals for recovering conversation
content accurately. Third, the eavesdropping scheme should be able
to implement sound eavesdropping for not only trained words but
also untrained words, i.e., out-of-vocabulary (OOV) words.

In this paper, we first investigate the feasibility of online con-
versation eavesdropping leveraging an RFID tag, and find that RF
signals can capture the metal coil vibration patterns of headset
speakers and microphones. Motivated by the observations, we pro-
pose an online conversation eavesdropping system, RFSpy, which
utilizes one RFID tag secretly attached on a headset to eavesdrop
on speaker-produced and microphone-received sound. In RFESpy,
when a user talks with other users online by using a headset with
an attached RFID tag, the RFID tag is first activated by RF signals
sent by a camouflaged signal-transmitting antenna to sense the
metal coil vibration of the headset speaker and microphone alter-
nately. Then, RFSpy receives RF signals back-scattered by the RFID
tag, and pre-processes the received RF signals to remove human
body motion interference and echo interference using designed
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Variational Mode Decomposition (VMD) algorithm and Adaptive
Echo Removing (AER) algorithm, respectively. After the signal pre-
processing, RFSpy obtains RF signal spectrograms corresponding
to the metal coil vibration patterns of the speaker/microphone.
Next, RFSpy trains a mapping relationship model between RF signal
spectrograms and sound spectrograms through a designed Sound
Spectrogram Reconstruction (SSR) network. Based on the trained
mapping relationship model, RFSpy further constructs a phoneme-
based pixel-column mapping relationship to reconstruct sound
spectrograms for not only trained words but also untrained (i.e.,
out-of-vocabulary) words. Subsequently, RFSpy converts the recon-
structed sound spectrograms to time-domain sound waveforms
leveraging Griffin-Lim algorithm. Finally, the time-domain sound
waveforms are converted to sound content through sound recog-
nition API for achieving online conversation eavesdropping. Ex-
periments in real environments show that RFSpy can effectively
eavesdrop on online conversations with OOV words.
We highlight our main contributions as follows:

e We propose a RFSpy system, which utilizes only one RFID
tag attached on a headset to alternately sense the metal coil
vibration of headset speaker and microphone for eavesdrop-
ping on speaker-produced and microphone-received sound.

e We present a Variational Mode Decomposition (VMD) algo-
rithm and an Adaptive Echo Removing (AER) algorithm to
remove human body motion interference and echo interfer-
ence on RF signals, respectively.

e We design a SSR network to train a mapping relationship
model between RF signal spectrograms and sound spectro-
grams, and further construct a phoneme-based pixel-column
mapping relationship to reconstruct sound spectrograms for
not only trained words but also untrained (OOV) words.

e We conduct extensive experiments in real environments,
and the results show that RFSpy achieves an average Mel-
Cepstral Distortion (MCD) of 6.37 and Word Error Rate
(WER) of 17.88% for eavesdropping on online conversations
with OOV words.

2 ATTACK MODEL AND EAVESDROPPING
SCENARIO

People often make online conversations through headsets, such
as online calls, video meetings, and online business services, etc.
The metal coil vibration patterns of headset speakers/microphones
have been proven to be highly correlated with the speaker-
produced/microphone-received sound content [26]. Since RFID tags
are sensitive to nearby metal [14, 21], it is possible for attackers to
attach an RFID tag on headsets for conversation eavesdropping.
Some online conversation scenarios, such as offices, meeting
rooms, labs, etc., are often accessible to attackers, so attackers
can secretly attach a small, battery-free RFID tag under the ear
cushion of headsets during eavesdropped users’ temporary absence.
Typically, people tend to use a larger headset for online conversation
to obtain a comfortable experience and superior sound quality.
Current mainstream RFID tags are only about ten millimeters in
size, which can be easily attached under ear cushion of the headset.
So, it is hard for the eavesdropped users to notice the RFID tag. Even
for smaller earphones, there exist small RFID tags, e.g., 2mm X 3mm
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Figure 1: Illustration of speakers and microphones.

in size[36], which can be attached under the ear cushion of these
earphones without raising attention.

Meanwhile, a compact RFID reader and antennas can be camou-
flaged as decorations, such as flower pots, framed paintings, and
bulletin boards, etc., placed in rooms to transmit and receive RF
signals for eavesdropping on speaker-produced and microphone-
received sound during online conversations. Moreover, owning to
the outstanding wall-penetrating ability of RFID signals [12, 57],
the RFID reader and antennas can also be placed outside walls to
enhance their camouflage capabilities for achieving more natural
online conversation eavesdropping.

Since the passive sensing capability of RFID tags, as long as
eavesdropped users wear headsets attach an RFID tag for online
conversations within the sensing range of RFID antennas, attackers
can always conduct conversation eavesdropping attacks.

3 BACKGROUND AND PRELIMINARY

RFID tag has high metal sensitivity, making it suitable for sensing
the metal coil vibration of headset speakers and microphones for
online conversation eavesdropping.

3.1 Background

To satisfy the needs of online conversations, a headset usually
contains speakers and microphones. Speakers serve the purpose
of producing sound, while microphones are utilized for capturing
sound. Dynamic speakers are the most common type of speakers in
headsets, which contains three main parts, i.e., permanent magnet,
diaphragm, and metal coil, as shown in figure 1(a). It converts
electrical energy into sound energy by interaction between the
magnetic field and electric current. The sound energy further drives
the metal coil vibration of speakers, thereby producing sound.

Figure 1(b) and 1(c) show dynamic and capacitive microphones.
Dynamic microphones consists of three main parts, i.e., permanent
magnet, diaphragm, and metal coil, as shown in figure 1(b). Sur-
rounding sound drives the metal coil vibration of microphones, and
sound energy is converted into electrical energy by interaction be-
tween magnetic field and electric current, thereby receiving sound.
Capacitive microphones use principle of capacitors to receive sound.
As shown in figure 1(c), it consists of an electret film (i.e., metal
film) and a back electrode, which combines as a capacitor. When
surrounding sound drives the electret film vibration of a capacitive
microphone, the capacitance of capacitor changes, which converts
sound into electrical signals, thereby receiving sound.

During sound receiving/producing process of micro-
phones/speakers, metal coils or electret films undergo high-
frequency vibration, which are correlated with corresponding
sound contents [26]. Usually, metal coil in speakers/microphones
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Figure 2: Illustration of modeling the metal coil vibration of
headsets upon RF signals.

contains metal, which exhibit significant reflection character-
istics for electromagnetic waves [14, 21]. For simplicity, we
refer to both metal coil and electret film collectively as "metal
coil" in the following. When both parties of online conver-
sations talk by using a headset with an attached RFID tag,
the speaker-produced/microphone-received sound drives the
metal coil vibration of headset speaker/microphone. If there are
electromagnetic waves hitting the vibrating metal coil, it brings
time-varying electromagnetic waves. Hence, it is possible for
reflected electromagnetic waves capture metal coil vibration
patterns of speakers/microphones.

3.2 Modeling the Metal Coil Vibration of
Headsets upon RF Signals

When a near-end user (i.e., an eavesdropped user) talks with a far-
end user (i.e., a user that talks online with the eavesdropped user)
online by using a headset with an attached RFID tag, the sound
produced by the near-end user/far-end user drives the metal coil
vibration of headset microphone/speaker. As shown in figure 2,
we attach an RFID tag on one side of the near-end user’s headset.
Supposing the signal-transmitting antenna Ty and signal-receiving
antennas Ry are located at the same position, Ty first sends electro-
magnetic signals to activate the RFID tag on the headset, and the
activated tag feedbacks RF signals through back-scattering to Ry.
For the eavesdropped user, the entire conversation process involves
two alternating stages, i.e., the listening stage and speaking stage.

In the listening stage, the sound of far-end user drives the metal
coil vibration of headset speaker, which is captured by the RFID
tag attached on the headset. Specifically, the received RF signals
from the RFID tag contain three parts, i.e., RF signals reflected by
all stationary objects, RF signals propagating through line-of-sight
(LOS) path, and RF signals reflected by the vibrating metal coil
of speaker. Phase of RF signals reflected by all stationary objects
are constant, which is Ap; = ®. Phase of RF signals propagating
through LOS path is Agy = 22, where d is the distance between
RFID antennas and tag, A is wavelength of RF signals. Phase of RF
signals reflected by the metal coil of speaker is

ll dvl

d_l cosa _ cosa °08 2nft

A)Y+2” 3 ,

where d; represents the distance between the speaker and RFID
antenna, r; represents the linear distance between the speaker and
RFID tag, I; represents the vertical distance between the speaker

Aps ~ — (Zﬂ' (1)
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crophone vibration using RF signals.

and RFID tag, d,, represents the maximum vibration amplitude of
speaker metal coil, « is the angle between rq and Iy, t is time, f
is the metal coil vibration frequency of speaker, and y represents
the reflection coefficient of metal on RF signals. The reflection
coeflicient y is Z’;;ZZZ, where z,, is impedance of metal and z,
is impedance of air. Since z, is much smaller than z,,

Zm—Za
ZmtzZq
approximately equal to 1. Based on the above analysis, the received

RF signals Ag is represented as

is

Ap = Ap1 +Apz + A3
_cosa (AP +27d — 27rdyy) + 27ly  27dy, cos (27ft)
- cosad B Acosa ()
2mdy, cos (27ft)
- Acosa

where k = COSQ(A(erZZd_Z”dIY)””l‘ . k is a constant because «a, P,
A, d, di, and y are all constants. Based on Eq. 2, we can infer the
metal coil vibration frequency f and amplitude d, of the speaker
from the received phase of RF signals.

During the speaking stage, the sound of near-end user drives
the metal coil vibration of headset microphones, which is sensed
by the RFID tag on the headset. Similar to the modeling process in
the listening stage, we can infer the metal coil vibration frequency
and amplitude of the headset microphone from the received phase
of RF signals when the near-end user speaks.

Based on the inferred metal coil vibration frequency and ampli-
tude of headset speaker and microphone, we construct the metal
coil vibration model of headset speakers and microphones upon RF
signals.

=k

3.3 Feasibility Analysis of Online Conversation
Eavesdropping using RF Signals

Based on the constructed metal coil vibration model of headset
speakers/microphones, we consider using an RFID tag attached on
a headset to alternately capture the metal coil vibration patterns of
speakers and microphones for eavesdropping on speaker-produced
and microphone-received sound during online conversations.

To explore the feasibility of conversation eavesdropping by sens-
ing the metal coil vibration of headsets leveraging RF signals, we
conduct experiments to analyze the spectrograms of received RF
signals. Since the third-order harmonic signals achieve a trade-off
between sensing sensitive and signal intensity [42], we choose the
USRP N210 reader to monitor the third-order harmonic RF signals
at the frequency of 2761.89MHz with the sampling frequency of
2MHz, and utilize the phase acquisition method in [30] for improv-
ing the accuracy of sound eavesdropping. Furthermore, we utilize
the method in [55] to magnify the received RF signals for sensing
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Figure 4: Examples of spectrograms of RF signal phase when

speaker produces/microphone receives sound.

the subtle metal coil vibration more effectively. To avoid the echo
interference between the speaker and microphone, a disassembled
dynamic speaker, dynamic microphone, and capacitive microphone
are separately employed in the experiments. As shown in figure
3, we use a hard plastic plate attached an RFID tag to imitate the
headset shell, which is placed in front of the RFID antennas, and
the speaker/microphone is placed close to the RFID tag.

Figure 4 (a) shows the spectrogram of RF signal phase corre-
sponding to the dynamic speaker when it produces words "Thank
you very much". Figure 4(b) and (c) shows the spectrograms of RF
signal phase corresponding to the dynamic microphone and capac-
itive microphone when they receive words "It was my pleasure".
It can be observed from the figures that there are obvious differ-
ences between spectrograms of different words for the speaker and
two microphones. The structural similarity is a common metric
to measure the similarity of two images [19], so we calculate the
structural similarity of spectrograms corresponding to these words.
The results show that the structural similarity of different words’
spectrograms are all less than 0.5, and that of the same word’s spec-
trograms are all larger than 0.8 for the dynamic speaker. And the
structural similarity for both dynamic and capacitive microphones
reveal the same characteristics.

Therefore, different words can be effectively distinguished based
on the spectrograms of RF signals for speakers and microphones.
The above encouraging results demonstrate the potential of eaves-
dropping on speaker-produced and microphone-received sound
by sensing the metal coil vibration of headset speakers and micro-
phones using RF signals.

4 SYSTEM OVERVIEW

We propose a online conversation eavesdropping system, RESpy,
which utilizes an RFID tag attached on a headset to alternately cap-
ture the metal coil vibration patterns of headset speakers and micro-
phones for eavesdropping on online conversations. Figure 5 shows
the architecture of RFSpy system. In RFSpy, signal-transmitting
antenna first sends RF signals to activate the RFID tag on head-
set, and then RF signals back-scattered by the tag are received by
signal-receiving antenna for recovering online conversation con-
tent. RFSpy system is composed by the following modules:

Pre-processing signal. After receiving the RF signals back-
scattered by the RFID tag, RFSpy first removes human body motion
interference through Variational Mode Decomposition (VMD) al-
gorithm. Then, RFSpy removes the echo interference between the
speaker and microphone leveraging Adaptive Echo Removing (AER)
algorithm on the received RF signals. After signals pre-processing,
RFSpy obtains the RF signal spectrograms corresponding to the
metal coil vibration patterns of speaker/microphone.
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Figure 5: Architecture of RFSpy System.

Reconstructing sound spectrograms from RF signal spec-
trograms. RFSpy first trains a mapping relationship model between
RF signal spectrograms and sound spectrograms through Sound
Spectrogram Reconstruction (SSR) network. Based on the trained
mapping relationship model, RFSpy further constructs a phoneme-
based pixel-column mapping relationship to reconstruct sound
spectrograms for not only trained words but also untrained (i.e.,
out-of-vocabulary) words.

Recovering conversation content. RFSpy first converts the
sound spectrogram to time-domain sound waveforms using Griffin-
Lim algorithm. After that, the time-domain sound waveforms are
converted into sound content through sound recognition API for
achieving conversation eavesdropping.

5 SIGNAL PRE-PROCESSING

To eavesdrop on online conversations through a headset with an
attached RFID tag, RFSpy first collects RF signals reflected from the
tag to capture the metal coil vibration patterns of headset speaker
and microphone. Since background environments usually affect the
received RF signals, a spectral subtraction algorithm [4] is utilized
to remove the environmental interference. Besides, the received
RF signals usually suffer from human body motion interference
and echo interference between the speaker and microphone dur-
ing online conversations, so RFSpy needs to further remove these
interference.

5.1 Removing Human Body Motion
Interference

When a near-end user talks with a far-end user online by using a
headset with an attached RFID tag, the received RF signals usually
suffer from body motion interference, such as facial movements,
walking, and bone vibration, etc.

Generally, there are three kinds of motions that can be cap-
tured by RF signals: (1) Bone vibration, caused by human speech,
which has a relatively high frequency (100 ~ 500Hz [13]); (2) Body
movements, such as facial movements, walking, and waving hands,
etc., during online conversations, which has a relatively low fre-
quency (1 ~ 10Hz [41]); (3)Metal coil vibration of headset speak-
ers/microphones, caused by speaker-produced/ microphone-received
sound, which has a frequency range from 50 ~ 800Hz [35].

RFSpy employs Variational Mode Decomposition (VMD) [15] al-
gorithm to extract RF signals corresponding to metal coil vibration
and remove RF signal interference corresponding to bone vibra-
tion and body movements. The VMD algorithm can adaptively
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decompose the phase of RF signals into multiple frequency com-
ponents, and each frequency component corresponds to a kind of
specific motion. Specifically, VMD assumes that any complicated
signal f(x) consists of k sub-signals, i.e., intrinsic mode functions
(IMFs). Each IMF is described as an analytic signal uy (¢), which has
a limited frequency bandwidth with center frequency wy.

To separate the received RF signal f(x) into k IMFs, VMD con-
structs an objective function. The optimization of the objective func-
tion satisfies two constraints: (1) the sum of estimated bandwidth for
all analytic signal ug (t), u1 (¢), u2(2), ..., ug_1 (¢) is minimized; (2) the
sum of all estimated analytic signal uo(¢), us (), ug(t), ..., ug_1 (t)
is equal to the received RF signal f(x). The initial center frequen-
cies of ug(t),u1(t), ur_1(t) are set close to the average of their
frequency ranges. By utilizing Alternate Direction Method of Mul-
tipliers (ADMM) [15], VMD updates the analytic signal u;(t) and
corresponding center frequency w; iteratively until the analytic
signal u;(t) converges for all k IMFs. Finally, RF signal f(x) is
decomposed into k IMFs.

Figure 6 shows the VMD decomposition results of a period of
RF signal phase when a user speaks through a headset microphone
during walking. It can be observed from the figure that after VMD
decomposition, RFSpy obtains four IMFs, which is the metal coil
vibration of headset speakers/microphones, bone vibration, body
movements, and residual component, respectively.

To verify the effectiveness of VMD algorithm, we compare the
decomposed metal coil vibration patterns through VMD with that
from a disassembled microphone, as shown in figure 3(b) (i.e., with-
out human body motion interference), when a user speaks the same
content, and the results are shown in figure 7. We calculate the
Pearson Correlation Coefficient[11] between the decomposed metal
coil vibration patterns through VMD and that from a disassembled
microphone, and the value reaches 0.85. These positive results
demonstrate the high similarity between them. Hence, by utilizing
the VMD algorithm, RFSpy removes body motion interference from
the received RF signals effectively.

5.2 Removing Echo Interference

Besides human body motion interference, RF signals also suffer
from echo interference, i.e., the speaker-produced sound drives the
metal coil vibration of not only headset speakers but also headset
microphones, and the metal coil vibration of the headset micro-
phones interfere with the received RF signals. Similarly, the metal
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Figure 7: Example of metal coil vibration patterns decom-
posed via VMD and from a disassembled microphone.

coil vibration of headset speakers interferes with RF signals for
sensing the metal coil vibration of headset microphones.

To remove echo interference of headset speakers/microphones,
we design an Adaptive Echo Removing (AER) algorithm based
on Least Mean Square (LMS) filter [32] to extract RF signals
only corresponding to the metal coil vibration of headset speak-
ers/microphones, which involves two stages, i.e., the speaker eaves-
dropping stage and microphone eavesdropping stage.

In the speaker eavesdropping stage, the sound of far-end user
drives the metal coil vibration of not only the headset speaker
but also the headset microphone, and RF signals reflected from the
metal coil of speaker and microphone are recorded as v(n) and x(n),
respectively, where n represents the number of RF signal sampling
points. When RF signal x(n) propagates in space through multiple
paths w(n), it causes echo interference y(n) on RF signals v(n),
ie., y(n) = x(n) * w(n), where * denotes the signal convolution
operation, and y(n) is the echo interference on speaker caused
by the metal coil vibration of microphone. Hence, RF signals d(n)
reflected from the speaker contains echo interference, which are
represented as

d(n) = x(n) = w(n) +o(n). 3)
RFSpy utilizes the AER algorithm to extract RF signals only cor-
responding to the metal coil vibration of speaker. Specifically,
the optimization of AER algorithm is an iterative process, each
iteration consists of three steps. In the first step, AER uses the
LMS adaptive filter to estimate propagation paths w(n) of RF
signals reflected from the microphone, which is represented as
Ww(n) = [w(0),w(1),...w(N)]T. In the second step, AER first
records RF signals x(n) reflected from the microphone, and then es-
timates the RF signal echo interference ¢ (n) from the microphone
to speaker, which is represented as § (n) = x (n) * W (n) = wlx,.
In the third step, AER subtracts § (n) from d(n) to obtain 9(n) that
eliminates the echo interference after once iteration.

To complete the whole iterative optimization process, we define
two objective functions. The first objective function is

©)

which represents that the iteration step size is minimized for itera-
tion stability. The second objective function is

Smin(Wn+1) = [[Wnt1 — Wn”2,

(©)

which represents that the error between the estimated and actual
RF signal paths is minimized.

Based on the above two objective functions, a joint optimization
objective function is constructed as

Emin(Wn+1) = d(n) - WE+1X11,

(©)

Join (Wis1) = [Wner = Wl +2.(d() = Wl xa)
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Figure 8: An example of removing the echo interference in
speaker eavesdropping stage.
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Figure 9: An example of removing the echo interference in
microphone eavesdropping stage.

where A is a constant parameter. When the joint optimization ob-
jective function converges, RFSpy obtains the estimated echo paths
Wn(n). After that, we bring wp, (n) into Eq.(3) to get RF signals v(n)
reflected by the metal coil vibration of speaker. Based on the above
AER algorithm, RFSpy eliminates echo interference on the headset
speaker from the headset microphone.

Moreover, for the microphone eavesdropping stage, by leverag-
ing the echo interference removing algorithm similar to the speaker
eavesdropping stage, RFSpy can also eliminate the echo interference
when the near-end user speaking.

To verify the effect of AER algorithm, we conduct experiments
to compare the spectrogram of RF signal phase with/without AER
algorithm with that from a disassembled speaker and microphone
(as shown in figure 3(a) and figure 3(b)) when the speaker produces
or microphone receives sound "hello world", and the results are
shown in figure 8 and figure 9. We calculate the structural similar-
ity between the spectrogram of RF signal phase with/without AER
algorithm and that from the disassembled speaker and microphone.
By utilizing AER algorithm, the structural similarity increases from
0.58 to 0.85 in speaker eavesdropping stage, and increases from
0.65 to 0.82 in microphone eavesdropping stage. Hence, RFSpy re-
moves the echo interference of speakers and microphones through
designed AER algorithm effectively.

6 RECONSTRUCTING SOUND
SPECTROGRAMS FROM RF SIGNAL
SPECTROGRAMS

After the signal pre-processing, RF signals are able to capture the

metal coil vibration patterns of speakers and microphones when

headset speakers/microphones produce/receive sound. Based on the
captured patterns, RFSpy further reconstructs sound spectrograms
from RF signal spectrograms for online conversation eavesdropping.

6.1 Training a Mapping Relationship Model
Through SSR Network

To reconstruct sound spectrograms from RF signal spectrograms,
we design a Sound Spectrogram Reconstruction (SSR) network to
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Figure 10: Architecture of SSR network.

train a mapping relationship model between RF signal spectrograms
and sound spectrograms. Figure 10 shows the architecture of SSR
network, which consists of three main parts, i.e., encoder, diffusion
model, and decoder.

Specifically, RF signal spectrogram x of a headset
speaker/microphone is first segmented into 2s pieces, and
then normalized to a 256 X 256 pixel size for reducing the
complexity of model construction. Then, the normalized piece is
input to an encoder. The encoder performs nonlinear mapping
to compress high-dimensional data as low-dimensional latent
space representation Z, i.e., the encoder models a probability
distribution Qg (Z | x) from x to Z, mapping the input x to the
latent representation Zz.

After that, the latent space representation Z is sent to a diffusion
model [37] for estimating a feature distribution Z, which aims to
learn the real feature distribution z. The diffusion model contains
two processes, i.e., the forward and reverse diffusion process, and
each process contains T steps. In the forward diffusion process,
RFSpy adds Gaussian distribution noise q (z; | z;—1, Vs) on feature
distribution z;_1 to obtain a new feature distribution z; in each
step. Vs is a variable gating parameter, which is determined by the
input category, i.e., Vs = 1/0 represents RF signal spectrograms
corresponding to the metal coil vibration of microphone/speaker.
After T steps in the forward diffusion process, a feature distribution
zT is obtained. In the reverse diffusion process, based on the feature
distribution z7 in the forward process, RFSpy estimates a Gaussian
noise distribution at each step using U-Net architecture, and the
Gaussian noise distribution is represented as pg (z¢-1 | z¢, Vs). RF-
Spy removes the estimated Gaussian noise distribution from the
feature distribution z; to obtain a new feature distribution z;_1.
After T steps, RFSpy obtains a low-dimensional latent space repre-
sentation zo, i.e., the estimated feature distribution Z of the input
RF signal spectrogram.

Based on the estimated feature distribution Z, RFSpy outputs the
reconstructed sound spectrogram x corresponding to the RF signal
spectrogram through a decoder, and the output process takes the
recorded sound spectrogram (i.e., ground truth) as the goal. The de-
coder models a probability distribution Pg (£ | £) from the feature
distribution Z to the reconstructed sound spectrogram x in each
iterative. After above reconstruction step, SSR network completes
once iterative. Next, RFSpy calculates reconstruction similarity be-
tween the output X of previous iterative and the recorded sound
spectrogram, which is used to adjust the latent space representation
zo of diffusion model in next iterative. RFSpy repeats above steps
until mapping relationship model between the RF signal spectro-
gram and corresponding sound spectrogram is established. Based
on the established mapping relationship model, RFSpy outputs the
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Figure 11: An example of reconstructing sound spectrograms
from RF signal spectrograms for OOV words.

final reconstructed sound spectrogram from the input RF signal
spectrogram.
To train the SSR network, we define a loss function as

L(a,p;x,y) =E [log Ps(% | 2.y)| - Dkt [Qu(Z | 0)[IP(2)]. (7)

where E [log Pg(x] 2, y)] is the likelihood probability between the
reconstructed sound spectrogram and recorded sound spectrogram,
and Dy, [Qq (2 | x)||P(z)] represents the feature encode error be-
tween estimated feature distribution Z and real feature distribution
z. The loss function aims to minimize the encode error of prob-
ability distribution Q4 (£ | x) between the estimated feature dis-
tribution Z and the real feature distribution z while maximize the
likelihood function of probability distribution Pg (£ | Z,y) between
the recorded sound y and the reconstructed sound spectrogram x.
When the loss function converges, RFSpy trains the mapping rela-
tionship model between RF signal spectrograms and corresponding
sound spectrograms.

6.2 Constructing a Phoneme-based
Pixel-Column Mapping Relationship for
Sound Spectrogram Reconstruction

To recover the complete conversation content, a straightforward
method is to train a model, which is able to establish the mapping
relationship between RF signal spectrograms and corresponding
sound spectrograms for all possible words involved in online con-
versations. However, it is not realistic to train such a model, because
the conversation content could contain arbitrary words. Hence, we
consider training a model that can construct the mapping rela-
tionship between RF signal spectrograms and sound spectrograms
for not only trained words but also untrained words, i.e., out-of-
vocabulary (OOV) words.

To eavesdrop on conversations with OOV words, we construct
a phoneme-based pixel-column mapping relationship. Since the
normalized RF signal spectrogram has a size of 256 X 256 pixels
containing M (i.e., 256) pixel-columns, the size of corresponding
reconstructed sound spectrogram through the SSR network is also
set as 256 %256 pixels. Hence, RFSpy is able to construct the M pixel-
column mapping relationship between RF signal spectrograms and
reconstructed sound spectrograms one pixel-column to one pixel-
column, which forms a M pairs pixel-column mapping relationship.
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Figure 12: Illustration of experimental settings.

The M pairs pixel-column mapping relationship contains N non-
repetitive pixel-column mapping relationship between RF signal
spectrograms and sound spectrograms.

Usually, the pronunciation of each English word consists of sev-
eral phonemes, and there are total of 48 phonemes in all English
words [10]. Since each phoneme consists of limited sound spec-
trogram pixel-columns, the number of pixel-column categories is
a finite constant for all 48 phonemes. Generally, a few hundred
common English words contain all the word phonemes [10], which
can be used to train a mapping relationship between RF signal
spectrograms and corresponding phoneme spectrograms for all
the 48 phonemes through the SSR network. Since the number of
pixel-columns for different phonemes are different, RFSpy cannot
accurately define the number of pixel-columns for each phoneme.
Therefore, we consider utilizing the pixel-column as the mapping
unit to reconstruct sound spectrograms from the corresponding RF
signal spectrograms.

As shown in figure 11, assuming that RFSpy constructs the pixel-
column mapping relationship between RF signal spectrograms and
reconstructed sound spectrograms for words "hello" and "world"
through the SSR network in the training stage. In the testing stage,
RFSpy captures the RF signal spectrogram corresponding to an OOV
word "hold", which is first split into pixel-columns and input to the
phoneme-based pixel-column mapping relationship. Based on the
constructed pixel-column mapping relationship for words "hello"
and "world" in the training stage, RFSpy maps each pixel-column of
RF signal spectrogram for OOV word "hold" to the corresponding
sound spectrogram pixel-column. Finally, all the mapped sound
spectrogram pixel-columns are merged as the reconstructed sound
spectrogram for OOV word "hold".

7 RECOVERING CONVERSATION CONTENT

Based on the phoneme-based pixel-column mapping relationship,
RFSpy is able to reconstruct sound spectrograms from correspond-
ing RF signal spectrograms. Since the mapping unit of phoneme-
based pixel-column mapping relationship is a pixel-column instead
of a phoneme, RFSpy only gets sound spectrograms without know-
ing the actual sound phonemes. Hence, we consider converting
sound spectrograms into time-domain sound waveforms for con-
versation content recovery.

To recover conversation content, RFSpy employs Griffin-Lim
algorithm [20] to convert sound spectrograms to corresponding
time-domain sound waveforms. Since there is no phase information
in the sound spectrograms, Griffin-Lim algorithm is able to estimate
the phase information of sound spectrograms by iterations for
obtaining time-domain sound waveforms. Specifically, there are
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Figure 13: Environments and blocking materials.

totally four steps in the Griffin-Lim algorithm. In the first step,
RFSpy calculates amplitude matrix A; of a reconstructed sound
spectrogram, and randomly initialize a phase matrix ¢;. In the
second step, based on the amplitude matrix A; and phase matrix
¢1, RFSpy conducts Inverse Short-Time Fourier Transform (ISTFT)
to obtain a time-domain sound waveform. In the third step, RFSpy
conducts Short-Time Fourier Transform (STFT) for the time-domain
sound waveform to obtain a new reconstructed sound spectrogram,
during which the phase matrix ¢ is saved and the amplitude matrix
of new reconstructed sound spectrogram is replaced by A;. In the
forth step, RFSpy repeats the second and third step until the value of
|A,~ -A jl is smaller than a threshold 7. Based on the above method,
RFSpy is able to convert sound spectrograms into corresponding
time-domain sound waveforms. Finally, a Sound-to-Text API [9]
is employed to convert the time-domain sound waveforms into
conversation content.

8 EVALUATION

In this section, we conduct experiments to evaluate the performance
of RFSpy in real environments.

8.1 Setup and Methodology

Environmental settings. Figure 12 shows the illustration of ex-
perimental settings. An Impinj Speedway R420 Commercial off-the-
shelf (COTS) RFID reader is utilized to transmit RF signals and a
USRP N210 with a SBX daughter-board is utilized to capture har-
monic RF signals [25]. The COTS reader and USRP device utilize an
antenna with the gain of 15dBi working at 920MHz and an antenna
with the gain of 16dBi working at 2.4GHz, respectively. The signal-
transmitting antenna (Ty) continuously emits RF signals and the
signal-receiving antenna (Ryx) receives RF signals back-scattered
by RFID tags. We conduct experiments in four environments with
various blocking materials, i.e., a hall with cardboard, a meeting
room with soundproof glass, a lab with wood door, and an office
with brick wall, as shown in figure 13.

We choose several commonly used headsets in our experiments,
i.e.,, Sony with dynamic speakers and capacitive microphones, Edi-
fier with dynamic speakers and dynamic microphones, and Philips
with dynamic speakers and capacitive microphones. Each headset
is attached a 12mm x 12mm in size, battery-free RFID tag under one
ear cushion to avoid being noticed, which works at the frequency
of about 900MHz.

Data collection and implementation. We recruit 9 volunteers
(4 males and 5 females, aged between 20 and 50 years old) to partici-
pate in the experiments. Each volunteer randomly selects a headset
each time to talk online in an in-the-wild manner, i.e., volunteers
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Figure 14: Examples of reconstructed sound spectrograms
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perform daily activities and online conversations naturally, and
they are not aware that their conversations are eavesdropped.

RFSpy chooses hundreds of common conversations from Lib-
riTTS corpus[61] that cover all the phonemes in English as the
training data, which involves about 2500 English words. To demon-
strate the capability of our model to recover OOV words, we utilize
other conversations involving about 1000 words to evaluate the
sound eavesdropping performance of RFSpy, which contains trained
and untrained words. The RF signals are processed by a computer
with NVIDIA RTX 3090 Ti GPU, and the corresponding sound (i.e.,
ground truth) is recorded by sound recorders. RF signals and the
corresponding sound are configured to start recording at the same
time so that the two signals are aligned, and a video recorder is
used to record the status of volunteers during online conversations.

We utilize 3-fold cross validation to evaluate the performance of
RFSpy. Specifically, the 9 volunteers are divided into three groups,
and each group contains three users. We choose data of two group
volunteers to construct a conversation eavesdropping model, and
another one group volunteers to evaluate the performance of RF-
Spy. The final experimental results are the average value of cross
validation.

Evaluation metrics. To evaluate the performance of RFSpy, we
define several metrics as follows.

o Mel-Cepstral Distortion (MCD), which represents the similar-
ity of reconstructed sound spectrograms and corresponding
recorded sound spectrograms. A smaller/larger MCD repre-
sents a higher/lower similarity between the reconstructed
sound and the recorded sound.

e Word Error Rate (WER), which represents sound recogniz-
ability by sound recognition API. WER = %, where S,
D, and I are word numbers substituted, deleted, and inserted,
respectively, and N is word numbers in ground truth. A
smaller/larger WER implies a higher/lower sound recogni-
tion accuracy.

8.2 Overall Performance

We evaluate the performance of RFSpy in reconstructing sound spec-
trograms. Figure 14 shows examples of reconstructed sound spectro-
grams and recorded sound spectrograms (i.e., ground truth) when a
dynamic speaker produces sound "which instrument do you play”,
and a dynamic microphone and capacitive microphone receive
sound "I play piano since childhood", respectively. The involved
sound content contains not only trained words (i.e., which, do,
you, play, I, since, childhood) but also OOV words (i.e., instrument,
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piano). It can be observed from the figure that the reconstructed
and recorded sound spectrograms (i.e., ground truth) exhibit high
similarity. MCD between the reconstructed and recorded sound
spectrograms for the dynamic speaker, dynamic microphone, and
capacitive microphone are 5.62, 6.64, and 6.82, respectively. Usually,
a sound with a MCD below 8 is well-recognized by sound recog-
nition API [54], and a smaller MCD represents a higher similarity
between the reconstructed sound and recorded sound.

To validate the effectiveness of RFSpy for eavesdropping on
conversations with OOV words, we evaluate the performance for
the trained and untrained words, respectively. The top of figure
15 shows the average MCD of RFSpy for trained and untrained
words. We can observe from the figure that the average MCD of
dynamic speaker, dynamic microphone, and capacitive microphone
for trained words are 5.06, 6.1, and 6.4, respectively, and that for un-
trained words are 6.28, 7.06, and 7.32, respectively. In addition, the
bottom of figure 15 shows the WER of RFSpy for trained words and
untrained words. From the figure, we can observe that the WER of
dynamic speaker, dynamic microphone, and capacitive microphone
for trained words are 15.8%, 16.84%, and 18.5%, respectively, and
that for untrained words are 17.6%, 18.98%, and 19.6%, respectively.
The performance differences between trained and untrained words
are not obvious.

Moreover, the overall WER of RFSpy for both trained and un-
trained words of dynamic speaker, dynamic microphone, and capac-
itive microphone are 16.7%, 17.91%, and 19.05%, respectively, and
the overall MCD for both trained and untrained words of dynamic
speaker, dynamic microphone, and capacitive microphone are 5.67,
6.58, and 6.86, respectively. The above results show that RFSpy can
eavesdrop on online conversations effectively.

8.3 Impact of Environments and Blocking
Materials

We evaluate the sound eavesdropping performance of RFSpy in
four different environments with various blocking materials, and
the results are shown in figure 16. It can be observed from the
figure that the performance difference of RFSpy in hall, meeting
room, and lab with different blocking materials are not obvious. For
example, the maximum differences of MCD between hall, meeting
room, and lab for dynamic speaker, dynamic microphone, and ca-
pacitive microphone are only 0.96, 0.52, and 0.46, respectively, and
the maximum differences of WER between hall, meeting room, and
lab for dynamic speaker, dynamic microphone, and capacitive mi-
crophone are only 2.42%, 2.62%, and 2.88%, respectively. In contrast,
RFSpy obtains a worse performance in the office, this is because
RF signals undergo significant attenuation in brick wall. However,
even in this environment, MCD are all lower than 7.5 and WER
are all lower than 28% for both speaker and microphones. Hence,
the above results show the ability of RFSpy to penetrate common
blocking materials and cause threats to in-room conversations.
Usually, the hall and lab are accompanied with passers-by, so
we explore the impact of passers-by on the performance of RFSpy.
Figure 17 shows the sound eavesdropping performance of RFSpy
in these two environments with/without passers-by. We can ob-
serve from the figure that the performance differences of RFSpy
in both hall and lab with/without passers-by are not obvious. For
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example, MCD differences in hall with and without passer-by for
dynamic speaker, dynamic microphone, and capacitive microphone
are only 0.25, 0.27, and 0.26, respectively, and WER differences in
hall with and without passer-by for dynamic speaker, dynamic mi-
crophone, and capacitive microphone are only 1.53%, 1.2%, and 2.6%,
respectively. This is because RFSpy removes static environment and
dynamic passers-by interference using spectral subtraction algo-
rithm and VMD algorithm, respectively.

8.4 Comparison with Existing Works

We compare the sound eavesdropping performance of RESpy with
three state-of-the-art (SOTA) works, i.e., RF-Mic [7], MagEar [31],
and mmEve [45]. Table 1 shows the comparison results of RFSpy
with these three methods. From the table, we can observe that these
three recent works enable eavesdropping on either human-speaking
sound [7] or speaker-produced sound [31, 45] due to the limitations
of employed sensors. In contrast, RFSpy is capable of eavesdropping
on not only human-speaking sound but also speaker-produced
sound. For eavesdropping on human-speaking sound, the WER
of RFSpy is comparable to that of RF-Mic [7]. For eavesdropping
on speaker-produced sound, RFSpy exhibits significantly lower
WER compared to Magear [31] and similar WER as that of mmEve
[45]. Therefore, RFSpy exhibits distinct advantages compared with
existing works.

8.5 Impact of Body Motion

Usually, human body motions interfere with RF signals, so RFSpy
utilizes VMD to remove the interference on RF signals. Figure 18
shows MCD and WER of RFSpy with/without VMD under different
body motions, i.e., walking, body rotation on chair, and typewriting.

Table 1: A Comparison of RFSpy with Existing Works

Figure 16: MCD and WER of
RFSpy in different environ-
ments and blocking materials.

Methods Speaker- WER of Human- WER of
produced Speaker- speaking Human-
sound produced sound speaking

RFMic[7] X X v 12.41%

MagEar[31] v/ 25.77% X X

mmEve[45] vV 15.25 % X X

RFSpy v 17.48 % v 16.7 %
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Figure 17: MCD and WER
of RFSpy under environments
with/without passers-by.
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Figure 18: MCD and WER of
RFSpy with/without VMD un-
der different body motions.

We can observe from the figure that MCD and WER of RFSpy with-
out VMD are larger than 8 and 30%, respectively, for both speaker
and microphones, which is difficult to recover conversation content.
In contrast, MCD and WER of RFSpy with VMD are smaller than
7.1 and 20%, respectively, for both speaker and microphones, which
can recover conversation content effectively.

8.6 Impact of Distance

RF signals attenuate as propagating, so we explore the impact of
distance between RFID antennas and tags on the perfomance of
RFSpy. We select data when users are static, and face towards the
RFID antenna under distance from 0.3m ~ 4.5m to evaluation
the perfomance of RFSpy. Figure 19 shows the MCD and WER of
RFSpy under different distances between RFID antennas and tags.
We can observe from the figure that MCD and WER increases as
the distance increases for both speaker and microphones. This is
because the signal strength of received RF signals decreases as
the distance increases. However, MCD and WER of RFSpy for the
dynamic speaker, dynamic microphone, and capacitive microphone
are all lower than 8 and 25% when the distance is within the range of
3.5m.In general, RFSpy can be used for natural sound eavesdropping
in various scenarios, such as the meeting room, offices, etc., within
such a distance range.

8.7 Impact of User Orientation

To explore the impact of user orientation on the performance of
RFSpy, we define an orientation as 0° when a user face toward
the RFID antennas. As the user turn clockwise, his/her orientation
is positive and increases sequentially. We conduct experiments
when users are at a fixed position of 2m distance and orientation
from 0° to 360° with 45° steps. Figure 20 shows the MCD and
WER of RFSpy when users face toward different orientations. It
can be observed from the figure that when users orientation is
90°, both the MCD and WER obtain the minimum value, this is
because the RFID tag attached on headsets is towards the RFID
antennas in this orientation. Moreover, both the MCD and WER
obtain the maximum value under the orientation of 270°, this is
because the side of headsets with an attached RFID tag back to the
RFID antennas in this orientation, which results in RF signals being
blocked by the human head. However, even under this orientation,
the MCD are all lower than 8 and the WER are all lower than 25%,
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of RFSpy under different dis-
tances. tions.

which demonstrates that RFSpy is applicable for most conversation
eavesdropping scenarios.

8.8 Impact of Sound Volume and Speech Rate

Sound Volume. In general, a higher sound volume brings a larger
magnitude of the metal coil vibration of speakers/microphones, so
we evaluate the performance of RFSpy under different sound vol-
umes. We record the microphone-received and speaker-produced
sound volumes using a decibel meter, which is inserted under the
ear cushion of headsets. Figure 21 shows the MCD and WER of
RFSpy under different sound volumes. It can be seen from the fig-
ure that higher sound volumes lead to a lower MCD and WER.
When the sound volume is large than 40dB, the MCD and WER
of dynamic speaker, dynamic microphone, and capacitive micro-
phone are all lower than 8 and 25%, respectively. Usually, speaker-
produced/microphone-received sound volumes are larger than 45dB
during use of headsets, so RFSpy is suitable for most of the applica-
tion scenarios.

Speech Rate. In our experiments, the recruited volunteers speak
at their natural speech rates. We divide users’ speech rates into
three categories, i.e., slow speed (<100 words/min), middle speed
(100-150 words/min), and fast speed (>150 words/min) according to
[18], and explore the impact of speech rates on the performance of
RFSpy. Figure 22 shows the MCD and WER of RFSpy for different
speech rates. It can be observed from the figure that the MCD and
WER increases slightly as the speech rates increase for both speaker
and microphones. However, the MCD and WER of RFSpy for the
dynamic speaker, dynamic microphone, and capacitive microphone
are all lower than 8 and 21%, respectively. Hence, RFSpy is rubust
to various human speech rates.

8.9 Impact of Headset Category and Tag
Position

Headset Category. We explore the impact of three categories of
headsets, i.e., Sony, Edifier, and Philips, on the performance of
RFSpy, and the results are shown in figure 23. From the figure, we
can observe that the performance difference for different headset
categories is not obvious. For example, the maximum differences of
MCD between Sony, Edifier, and Philips for speaker and microphone
are only 0.69 and 1.13, respectively, and the maximum differences of
WER between Sony, Edifier, and Philips for speaker and microphone
are only 1.83% and 3.09%, respectively.

Figure 20: MCD and WER of
RFSpy under different orienta-
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Figure 21: MCD and WER of
RFSpy under different sound
volumes.

Sound volume(dB) Slow speed Middle speed Fastspeed  Overall

Figure 22: MCD and WER of
RFSpy for different speech
rates.

Tag Position. In our experiments, RFID tags are attached at
random positions under headset ear cushion. To explore the impact
of tag positions on RFSpy, we group tag positions into three areas
based on relative positions under ear cushion (i.e., left area, middle
area, right area) and evaluate the performance of RFSpy under
various tag positions. Figure 23 shows the sound eavesdropping
performance under different tag positions. It can be seen from the
figure that the performance difference of RFSpy for different tag
positions are not obvious. For example, the maximum differences
of MCD between left, middle, and right areas for speaker of Sony
is only 0.36, and the maximum differences of WER between left,
middle, and right areas for speaker of Sony is only 0.64%.

8.10 Impact of AER Algorithm

To validate the effectiveness of AER algorithm in removing echo
interference, we compare the sound eavesdropping performance of
RFSpy with/without AER algorithm, and the results are shown in
Figure 24. It can be observed from the figure that MCD of dynamic
speaker, dynamic microphone, and capacitive microphone with
AER algorithm are all smaller than 7 while that without AER algo-
rithm are all larger than 8. Usually, it is hard for sound recognition
APIs to recognize a sound when MCD of the sound is larger than 8.
Moreover, the WER of dynamic speaker, dynamic microphone, and
capacitive microphone are all decreased from exceeding 24% to be-
low 20% after using AER algorithm. The above results demonstrate
AER algorithm’s efficacy in removing interference and improving
sound eavesdropping performance.

9 COUNTERMEASURE AND LIMITATION

Countermeasures. One potential way to defend RFSpy is to use RF
signals shielding material in the headset shell. The RF signal shield-
ing material usually consists of high-permeability metals, such
as iron, silicon steel, or permalloy, etc. These materials suppress
the propagation of RF signals, which can be used to defend RFSpy.
Moreover, electromagnetic interference devices, such as RF devices
working at the same frequency band as RFSpy, could cause RF sig-
nal distortion. Hence, in places with high security requirements,
such as military missions, trade negotiations, etc., electromagnetic
interference devices can be placed around to defend RFSpy.
Limitations. (1) Micro-electro mechanical system (MEMS) mi-
crophone. In this paper, we discuss two types of microphones, i.e.,
dynamic microphones and capacitive microphones. Besides, there
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Figure 23: MCD and WER of Figure 24: MCD and WER of
RFSpy for different headset RFSpy with/without AER al-
categories and tag positions. gorithm.

also exists a type of MEMS microphones. The size of MEMS micro-
phones is very small (about a few millimeters), so it is difficult for
RFSpy to sense the metal coil vibration of MEMS microphones for
eavesdropping. Fortunately, the dynamic microphone and capaci-
tive microphone make up main headset microphone market.

(2) Small earphone eavesdropping. Since current mainstream RFID
tags are about ten millimeters in size, our work only explores eaves-
dropping on online conversations through larger headsets. How-
ever, benefiting from the rapid development of RFID technologies,
the size of RFID tags is becoming smaller and smaller, e.g., RFID
tags based on the latest technologies are only 2 X 3mm in size[36].
Hence, our work also enables online conversation eavesdropping
for smaller earphones by using the small RFID tags.

(3) Near-end user and far-end user speak simultaneously. RFSpy
uses only one RFID tag to alternately sense the metal coil vibra-
tion of headset speakers and microphones for online conversation
eavesdropping. When near-end user and far-end user speak simul-
taneously, the metal coil of headset speakers and microphones
vibrate at the same time, and RFSpy cannot distinguish RF signals
corresponding to the speaker or microphone.

(4) Word connection pronunciation and Different languages. In
English, word connections is a common pronunciation habit. Since
there are English connection reading rules, RFSpy can collect more
samples with word connection for constructing a robust conversa-
tion eavesdropping model. Besides, we design RFSpy system based
on standard English. Except for English, there exist many other
languages, such as Chinese, Japanese, French, etc. Since the pro-
nunciation and phoneme composition of different languages are
different, we regard exploring eavesdropping on other languages
as our future works.

10 RELATED WORK

In this section, we review works related to RFSpy.

Sensing sound through non-acoustic sensors. With the de-
velopment of Internet of Things (IoT) technology, studies about
sound sensing through non-acoustic sensors receive lots of at-
tention. On one hand, some researchers use various sensors,
such as accelerator [1, 6, 24, 39, 40, 62, 63], gyroscope [34], lidar
[38], vibration sensor[33], and customized magnetic sensor [31],
to capture smart device vibration for sensing speaker-produced
sound [1, 24, 31, 34, 38, 62, 63] or various facial dynamics to
sense human-speaking sound [6, 33, 39, 40, 64]. On the other
hand, some works use RF signals, such as Wi-Fi [48], mmWave
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[3, 16, 22, 23, 43, 44, 51, 59], and RFID [7, 30, 46], to capture sur-
rounding object vibration for sensing speaker-produced sound
[3, 22, 23, 30, 44-46, 48] or capture body motions for sensing human-
speaking sound [7, 16, 43, 51]. However, due to the limitations of
employed sensors, although these methods enable sensing either
speaker-produced sound or human-speaking sound, they fail to
eavesdrop on both speaker-produced and human-speaking sound
simultaneously.

Sensing sound through earphones/headsets. Recently, pri-
vacy security issues have been widely explored [6, 27, 31, 52,
60]. Some works explore achieving sound sensing through ear-
phones/headsets equipped with various sensors[6, 31]. For exam-
ple, MagEar[31] uses a customized coil to capture magnetic signals
leaked by a microspeaker to sense speaker-produced sound. Ear-
Spy[6] uses accelerometer on earphones/headsets to sense human
mouth motions and vocal cord vibration during speaking for eaves-
dropping on human-speaking sound. However, liking non-acoustic
sensor-based sound sensing methods, works [6, 31] still fail to
eavesdrop on both speaker-produced and human-speaking sound
through only one sensor. Moreover, works [6, 31] implement sound
eavesdropping only for trained words, but cannot recover online
conversations with OOV words.

RFID-based Sensing. The rapid development of Internet of
Things (IoT) technology has led to many applications [2, 8, 17, 28,
29, 47, 49, 50, 53, 55, 56, 58, 65]. Moreover, due to the advantages
of low cost and deployment flexibility, RFID tags have been widely
utilized in various wireless sensing applications, such as localization
[49], user authentication [8, 17], and vital signs monitoring [47],
etc. Meanwhile, due to the excellent sensing ability of RF signals,
recent years have witnessed the rapid development of RFID-based
vibration sensing [29, 50, 55, 56, 58], which are generally utilized
to sense mechanical vibrations. However, no existing works are
available to realize online conversation eavesdropping through
RFID sensing.

11 CONCLUSION

In this paper, we propose an online conversation eavesdropping
system, RFSpy, which utilizes common headsets with an attached
RFID tag to eavesdrop on both speaker-produced and microphone-
received sound. RFSpy first leverages a VMD algorithm and an AER
algorithm to remove human body motion interference and echo in-
terference from the received RF signals, respectively. Then, we use
a designed SSR network to train a mapping relationship model be-
tween RF signal spectrograms and sound spectrograms, and further
construct a phoneme-based pixel-column mapping relationship to
reconstruct sound spectrograms for not only trained words but also
untrained (OOV) words. Afterward, RFSpy employs Griffin-Lim al-
gorithm to convert the sound spectrograms to time-domain sound
waveforms, which can be recovered by sound recognition API to
sound content. Experiments in real environments demonstrate the
effectiveness of RFSpy for eavesdropping on online conversations
with OOV words.
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