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Abstract—In  applications of wireless packet-oriented data specifically, assuming that all communication parties have
networks, a special coding scheme, the hybrid automatic re- perfect channel state information of both the main channel a
transmission request (HARQ) exhibits high throughput effigency the eavesdropper channel prior to the message transmission

by adapting its error correcting code redundancy to channel . L . .
conditions. Motivated by the increasing importance of secte [4] has studied the delay limited secrecy capacity of wssle

communication over wireless networks, we investigate sem channels, based on secrecy capacity outage probabiliky; [5
packet communication based on HARQ over block-fading (BF) [7] have studied the secrecy capacity of the ergodic fading

channels. More specifically, we consider two legitimate use channel with advance perfect CSI. [7] has also considered th

communicating over a BF channel in the presence of a passive gqqic scenario where the transmitter does not have any CSI
eavesdropper who intercepts the transmission through anbier o
describing the eavesdropper channel.

independent BF channel. We assume that the transmitter can ) . )
obtain a 1-bit ACK/NACK feedback from the receiver via a We assume in this paper that the transmitter does not have

reliable public channel. Under this setting, we consider incremen- the CSI of the main channel or the eavesdropper channel,

tal redundancy (IR) and repetition time diversity (RTD) HAR Q  pyt receives a-bit ACK/NACK feedback from the legitimate
schemes based on rate-compatible Wyner secrecy codes from a o oiver via a reliablepublic channel. It is well known that

information theoretic point of view. We study a good Wyner S - S
code sequence, with which the legitimate receiver can decedhe HARQ protocols exhibit high throughput efficiency in wirsge

message and the eavesdropper can be perfectly confused. For communication systems with ACK/NACK feedback. An in-
given pair of reliability / secrecy outage probabilities, we derive formation theoretic study of HARQ protocols without segrec
an achievable secrecy throughput of HARQ protocols for blok-  consideration has been presented by Caire and Tuninetti in
gdn'”geﬁgg{‘ggltﬁ tE'rgﬁgﬁp"L‘J’fa:r']lgségreeg;mer'ca”y that HARQ " 110]. In this paper, we investigate secure packet communi-
' cation based on HARQ schemes over block-fading channels.
More specifically, we consider two legitimate users commu-
nicating over a block-fading channel in the presence of a
In a seminal paper [1], Wyner proposed the discrete memassive eavesdropper who intercepts the transmissionghro
oryless wire-tap channel model, where the communicati@amother independent block-fading channel. Under thisnggtt
between two legitimate users is eavesdropped upon viayve consider incremental redundancy (IR) and repetitiore tim
degraded channel. Wyner showed that secure communicafiiversity (RTD) HARQ schemes based on rate-compatible
is possible without sharing a secret key between legitimatgyner secrecy codes from an information theoretic point of
users. The level of ignorance of the eavesdropper with oéspgiew. We study agood Wyner code sequence, which ensures
to the confidential message is measured by the equivocatipat the legitimate receiver can decode the message and the
rate. Perfect secrecy requires that the equivocation sateeavesdropper can be perfectly confused. We prove that there
asymptotically equal to the message entropy rate. Csisziists a rate-compatible Wyner code family good for a certai
and Korner generalized the result and determined the secreet of channel states. For a given reliability / secrecy gaita
capacity region of the broadcast channel with confidentiptobability pair, we derive an achievable secrecy throughp
messages in [2]. The result was extended to the Gaussian wise HARQ protocols for block-fading channels. Finally, we
tap channel in [3]. illustrate numerically that HARQ can benefit both throughpu
Secure communication over wireless networks has becosr&l secrecy.
increasingly important. The effect of fading on wirelessuse
communications has been studied recently in [4]-[7]. Block Il. SYSTEM MODEL AND PRELIMINARIES
fading (BF) has been a primary consideration, where tll\e
channel gain is constant within each coherence intervalewhi ™
varying from interval to interval. As shown in [8], [9], the As shown in Fig. 1, the transmitter sends confidential mes-
block-fading channel model is good for many practical applsages to the destination via the main channel in the presence
cations. Furthermore, it has been assumed in [4]-[7] that tbf a passive eavesdropper, who listens to the transmission
number of channel uses within each coherence intervalge lathrough its own channel. Both the main channel and the
enough to allow for invoking random coding arguments. Moreavesdropper channel experience independent block fading

I. INTRODUCTION

System Model



ACK/NACK (public)

T size2"f to convey a message 94t = {1,2,...,2"%1 The
! Main Channel i basic idea of the Wyner code is to use a stochastic encoding,
W Xy éh Voly ‘ W since randomization can increase secrecy. We describe the
% 00— “» DEC 7> random code generation in Appendix A.

The Wyner code consists of a stochastic encoflej :
g y W — X" and a decoding functiog(-). A stochastic en-
> 4,% Zn HW|Z,,2) coder [2] is described by a matrix of conditional probalst
f(@™w), herez™ € X", w e W, Y . f(z"|lw) =1 and
f(z™w) is the probability that message is encoded as the
Fig. 1. System model channel inputz™.

o " . For a HARQ scheme, decoding is attempted at the des-
where the channel gain is constant within a block whilg,5tion after each transmission. For conveniencexlgt =

:

Eavesdropper Channel

varying independently form block to block. [, 2]y = [ .y, andzn, = [207, ..., 2]
Confidential message: € W is en_cc_)ded !nto a codewordpg yhe input, the output at the destination, and the outpihieat
2" = [z(1),z(2),...,2(n)] and divided into M blocks

eavesdropper aften transmissions, respectively. The average
{7, x5, ..., 27} } each of lengtm; = n/M. The first block PP P Y g

oL X * error probability after then-th transmission is defined as
x7*' is sent and decoding errors are detected at the receiver. If

no error is detected, the receiver sends back an acknowledgeP.(m) = Z Pr (¢(ym(w)) # wlw is sent) Pr(w). (3)
ment (ACK) to stop the transmission; otherwise a negative wEW

acknowledgement (NACK) is sent to request retransmissiqghereq (y,, (w)) is the output of the decoder at the destination

If a retransmission is requested, the transmitter sends mﬂjpr(w) is the probability that message € W is sent.
second block, which experiences independent channel.gainsrhe secrecy, i.e., the degree to which the eavesdropper
Decoding is again attempted at the receiver, where the neWconfused, is measured by the equivocation rate at the
block is combined with the previous received blocks. Thisayesdropper after the HARQ scheme stops. Suppose that
is repeated until an ACK is generated or all blocks are sefpje HARQ scheme stops after transmissions. We say that

out. The error deteCtior? relies on the bU|It'|n error detect perfect secrecys achieved if for any > 0 the equivocation
capability of the suboptimal decoder as in [10]. rate satisfies

The codeworde™ spans at mosd/ transmissions during a 1 1
HARQ scheme. Equivalently, we can study the communication ~H(W|Zn,g) 2 ~H(W) —e. 4)
over M parallel channels. The outputs from the main and t

riieor conciseness, we consider the following definition ofdjoo
eavesdropper channels are as follows:

Wyner codes.
yt) = Vha(t) +o(t) (1) Definition 1: A Wyner code sequencg = {C(n)} is good
_ Mt for the first m transmissions and a channel pgh,g), if
z(t) = Vgix(t)+u) fort=1,....n, i= [—w »  P.(m) — 0 and perfect secrecy requirement (4) is satisfied,
where{v(t)} and{u(t)} (t =1,...,n) are i.i.d. with normal

for anyn — oo.
distribution A/(0, 1), andh; andg;, fori = 1,..., M, denote I1l. CODING AND TRANSMISSION
the normalized (real) channel gains of the main channelWe consider two schemes: repetition time diversity ARQ

and the eavesdropper channel respectively. Additionalyy, (RTD-ARQ) and incremental redundancy ARQ (IR-ARQ).

assume that any codewordt is with constant average energy, Repetition Time Diversity ARQ

n

per symbol ] o
E[|z(t)]?] < P. @) The RTD codeC(n) is a concatenated code, consisting of
N a Wyner codeC; (n1) € C(2"Fo, 2" n;) as the outer code
h = [hy,....hy] andg = [g1,. .., gu] are vectors of the anq a repetition code of length/ as the inner code, where

main channel and the eavesdropper channel gains, resgectiy, _ n/M, ie.,

Let (h, g) be thechannel pair We assume that the destination

knowsh, while the eavesdropper knows WhenM = 1, the C(n) = [C1(n1), Ci(n1), ..., Cr(n1)]. (5)
transmitted codeword only spans a single fading block, we M

can easily compare the main channel and the eavesdroppgé optimal receivers perform maximal ratio combining
channel. For example, if the main channel is better, i.8yRC), which essentially transforms the vector channet pai

hi > g1, then we say that™ is a degradedversion ofy™. (1 g)into a scalar (Gaussian) channel p@itm), j(m)). The
there is virtually no degraded ordering betweghand z".

B. Wyner Code Ensembles y(t) = \Vh(m)z(t) +v(t);  2(t) = /Gm)z(t) + u(t) (6)

The mother code is chosen as a Wyner secrecy code [fbof. ¢t = 1,...,n;, where ﬁ(m) = Y7 h; and g(m) =
Let C(2"f0, 27« n) denote an ensemble of Wyner codes of " | g;.




Theorem 1:There exists a RTD codé€'(n) good for all IV. ACHIEVABLE SECRECY THROUGHPUT

m € {1,..., M} and all channel pair¢h, g) for which We define two outage events: reliability outage for the main

Ig?;FD]( ) £ I(X;Y|h(m)) > MRy, channel and secrecy outage for the eavesdropper channel.
[RTD] i~ _ Reliability outage occurs when the legitimate receivernzdn
Lz (~) I(X; Z]g(m)) < M(Ro = Ry), (") decode the mother cod€'y;. Assuming that the HARQ
where I(X;Y|h(m)) and I(X;Z|g(m)) are single letter scheme completes aften transmissions, secrecy outage oc-

mutual information characterizations of channel (6). curs when the eavesdropper cannot be perfectly confusen whe
Proof: We show that a cod€’; constructed for a channelthe HARQ scheme completes.
pair (h*,g*) with I(X;Y|h*) = MR, and I(X; Z|g*) = Definition 2: A channel pair(h,g) is in the reliability
M(Ry — R) is good for all channel pairgh(m),g(m)) outageif
satisfying (7). The proof is given in Appendix B. [ ]
fying (7) p g pp Ly (M) < MRo. (10)

B. Incremental Redundancy ARQ

The transmitter encodes its information message by usihfj® S€crecy outageccurs aftern transmissions if
a codeC € C(2nfo 2nfs py). Codewords are divided intd/
) ’ . . I M(Ry — Ry). 11
sub-blocks of lengtiu; = n/M. Each sub-block is transmitted xz(m) > M(Ro ) (11)
over a ;Iot (coherence ir]t.erval), unti_l either an ACK feexkba 1) Repetition Time Diversity ARQThe optimal input dis-
is received from the legitimate receiver or all sub-blocks atribution is Gaussian [3] and the mutual information pain ca

sent. be written as
Let m
Cp =[xt . a) RTD .
REN) ) = e (143°0).
m i=1
be the firstm transmitted blocks. We note that m
RTD
nRo 9nRs I;(Z m) = log, [ 1+ ZW ) (12)
C € C(2710 2™ 'mny), i=1
that is,Cm is essentially a Wyner code of lengthn; and where); = h;- P andy; = ¢; - P are the signal-to-noise ratio
rate pair(M Ro/m, M R,/m). Hence, we refer to at the receiver and eavesdropper respectively during-the

{C1,Ca,...,Cur} slot.
2) Incremental Redundancy ARQ@he optimal input distri-
as a family of rate-compatible Wyner secrecy codes with ﬂE)?J'[Ith(X) is not known in general when both CSls are not
rate set ME. MR R available to the transmitter and the codeword spans mailtipl
{ s s/2:--, Rs}- fading blocks. For the sake of mathematical tractabilitg w

Theorem 2:There exists a family of rate compatible Wyneconsider Gaussian input. Hence, the channel mutual informa
secrecy code§Cy,Cy,...,Cy}, whereC,, is good for all tion pair is given by
channel pairgh, g) for which

IR] Z logy (1 + A;)

18 (m ZI (X;Y|hs) > MRy,
=1

IR]
log, (1 +v4) . (13)
1Y (m ZI X;Z|gi) < M(Ro— Ry),  (8) Z

= The probability that an HARQ transmission completes after

where I(X;Y|h;) and I(X; Z|g;) are single letter mutual the transmission ofx sub-blocks is

information characterizations of channel (1).
Proof: The proof is outlined in Appendix C, where wep[m] = Pr(Ixy(m—1)< MRy andIxy(m)> MRy)

show that:
= Pr(L - 1)< MRy)—Pr(I < MRy).
i) There is a code_* good for all channel pairs satisfying r(lxy(m=1) 0) F{xy (m) 0)
M Let P. be the probability of reliability outage ane, be the
Z I(X;Y|h;) > MRy, probability of secrecy outage?. and P; can be evaluated as
i=1
M P, = Pr (IXY (M) < MR()) (14)
I(X;Z]g:) < M(Ro — Rs). 9) M
; P, = Y plm|Pr(Ixz(m) > M(Ry— R.)). (15)
i) Let the mother code”,; = C*, the punctured cod€,, m=1
is good for all channel pairs satisfying (8). Given a target outage probability pdi., ¢s), we can prop-

B erly chooseRy and R, to maximize the secrecy throughput



while satisfying reliability and secrecy requirementst ke ~ RO

denote the secrecy throughput, we consider the problem P ReRe
16| 9~ IR-ARQ
ma 16
(hax (16) |
st. P, <( andP, < (. v2r

By applying the renewal-reward theorem [10], [11], we
obtain the secrecy throughput as

M
=——R 17 4 A
"= B 17) )

y 7
where E[m] is the expected number of sub-blocks being o— —_
transmitted in order to complete a codeword transmission.

To evaluat@[m], P. andP,, we need the CDFs dTXy(m) Fig. 2. Secrecy throughput versus the number of fading blockd

andIxz(m). For RTD-ARQ, we can use the fact th@i’il i R ] )
and>"", v; are Gamma distributed with meanss andmp "2° symbolsz;(w,v) independently at random according to

- ] [RTD] the input distributionpx ().

respectively, express the CDFs Iing (m) and Iy, ' (m) e .

in terms of incomplete Gamma functions. For IR-ARQ, distri- Encoder: (gnieRnw, randomly a_md uniformly seleat from
.., 20Bo=R)) and transmite”™ = 2™ (w, v).

butions oflgﬂ (m) andlggl (m) cannot be written in a closed (12 o . _ w, )
form. Hence, we resort to Monte-Carlo simulation to obtain rl?ef:ONder.nGwenny , try to find a pair (w,v) such that
empirical CDFs. For both RTD-ARQ and IR-ARQ, we cart?" (@, 0),y") € T?(Pxy). If there is no such pair, then put
solve (16) by a search method. outw = 1.

V. NUMERICAL RESULTS B. Proof of Theorenm

In this section, we study the secrecy throughput of Rayleigh 10 @void confusion, denot¥,"* and Z;" to be the output
block fading channels based on numerical evaluations. buedt the legitimate receiver and the eavesdropper respggtive
the page limit, we only show the relationship between tH8rough a ‘virtual’ Gaussian wire-tap chann@l”, ¢") with
secrecy throughput and the number of fading blockss, Single letter mutual informationl (X;Y1[h*) = MR, and
We choose average main channel SNR= 20dB, average I(X_; Zilg*) = M(Ro — R,). )
eavesdropper channel SNR= 10dB, target probability of ~ SiNCeRs = (1/M)[I(X; Y1|h*)=I(X; Z1|g")], there exists
reliability outage¢, = 0.05, target probability of secrecy @ c0deC: & C(2"*0, 2" ;) good for the channel pair
outage¢s = 0.05. Through simulations, we observe that?"-¢") [3], such thatY™ can be decoded with arbitrarily
similar results are obtained by using other parametemggtti SMall error probability and the equivocation at the eawgsdr

The result is shown in Fig. 2. It is clear that RTD and MPer with Z1" is
FBC are outperformed by their ARQ versions (RTD-ARQ and
IR-ARQ respectively) significantly. This confirms the irttan
that to send more symbols than what is just enough for|t can be shown that this codg; is good for all channel
message decoding during the codeword transmission causgiss (h(m),g(m)) such thatl(X;Y|h(m)) > MR, and
not only the loss of data rate but also the risk of messagex: Z|g(m)) < M(Ro — R,). Since I(X;Y|7i(m)) >
interception by the eavesdropper. MRy = I(X;Y1]h*), h(m) > h* and Y is a degraded

In practice, different delay limits require different nuetof  yersion of Y71, if Y™ can be decoded at the legitimate

transmission blockd/. When the delay limit is strictX/ < 3 receiver with arbitrarily small error probability, so caf.
is small), it is shown that RTD-ARQ may outperform IR-ARQ\We also have

If the delay limit is relaxed, IR-ARQ quickly outperforms

RTD-ARQ as M increases. We observe that the secrecy HW|Z™,g(m)) — HW|Z", g")

throughput of RTD-ARQ actually decrease whehgets large. = I(W;Z"|g*) — I(W;Z™[g(m)) >0

In fact, there exists an optimall for RTD-ARQ scheme, e.g.,

in Figure 2, the optimal number of fading blocksi§ = 4 Where we use the fact that" is a degraded version df;".
for RTD-ARQ (andM = 5 for RTD). In contrast, the secrecy e~ ek

throughput of IR-ARQ increase monotonically wifH. HW|2™,g(m)) 2 HW|Zi",97) 2 HW) —me. (19)

H(WI|ZM,g%) > HW) — nye (18)

for anye > 0 asn; — oo.

APPENDIX
A. Wyner Code Generation C. Outline of the proof of Theoret
Code Construction: Generate2" codewordsz™ (w, v), For convenience, denote a channel pRir= (h,g) and

w=1,2,...,28 v =1,2,... 27—k py choosing the denoteP as the set of channel pairs satisfying (9). We also



denoteP. as the set of channel pairs satisfying We can also show thd{ X™; Z"|h*, g*) < n(Ro—Rs+J—¢)
for anyd,e > 0 and H(X"|h*,g*) = nRy. Hence,

1
I(X;Y|h;) = Ry + 6, (20) H(W|Z" h*,g*) > n(Rs — 61)

Mi

NE

Il
=

1 The perfect secrecy can be achieved for &y P, with
— ZI(X; Z|gi) = Ro — Rs + 6. (21) probability 1, when code’* is used. Therefore, codé* is
M= good for all channel paiP € P, with probability 1.

It is clear thatP, C P whens — 0. To prove that there 10 show that code&™ is good for any channel pair i,
exists a code good faP, we start with proving that there isWe can now use the degradation arguments as in the proof of
a code good fofP,. Theorem 1. For any channel pdin, g) € P, we can always

Given a channel palP and a code ensembie we consider find @ channel pai(h*, g*) € P., such thath® < h and
Pr(&1|P,C), the error probability that the legitimate receive8™ = 8. Since codeC™ is good for (h*, g*), we can show
cannot decode messagE. We also considePr(&, |P,c), thatC* is also good for(h, g) by following the same steps
the probability that the eavesdropper cannot decttiegiven as in the proof of Theorem 1.
that it knowslV and observeg™. When channel paiP € P, Now we prove that the punctured codg, is good for
is given, on every fading block= 1,..., M, the channel is @ny channel pair satisfying (8), for alh = 1,..., M. The
time-invariant and memoryless. By following the same staps Punctured codeC:, is obtained by taking the firstn sub-
[12, TheorenB.7.1], we can show that the error probabilitiesblocks of C', which are then transmitted over memoryless

averaged over the Wyner code ensentg"®o, 2nR: n) are channel pairs(h™, g™), where h™ = [hy,...,h;] and
g™ =[q,...,9m). We can form a new sequence of channel

Ec[Pr(&:1|P,C)] < e1; Ec[Pr(&[P,C)] < €2 (22) pairs by adding othed/ — m dummy memoryless channels
whose outputs are independent of the input. For example,

for any channel pailP . and codeword length . X
y P € P d _)OOdwecan letP = (h,g) with h = [hy,..., hp, ..., hy] and

We define a new everst = £; U&,. By using the union boun

and taking the expectation over &l c P,, g = l91,-- 9m-- - gm], whereh; = 0 andg; = 0 for
alli =m+1,..., M. The dummy channel pairs have zero
Ep [Ec[Pr(E|P,C)]] < €3 mutual information between the input and output. Hence, if

(h™, g™) satisfies (8) P = (h, g) satisfies (9). By using™*
s the mother code, which is good Br one can see that the
fRctured cod€,,, is good for(h™, g™) satisfying (8).

where e3 = €1 + e2. After exchanging the order of two
expectations, we found that there exists a sequence of cog
C* such that
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