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ABSTRACT
This paper presents a distributed core network architecture for
use in future cellular systems. The proposed architecture addresses
the performance bottlenecks and latency associated with the cen-
tralized control and data gateways used in today’s mobile core
networks. A fully distributed architecture for the mobile core is re-
alized through the use of identifier-based protocol extensions to IP
which run on base stations (eNodeB) and routers without the need
for centralized gateways. The resulting “flat" mobile core network
is capable of supporting a variety of mobility and IoT services with
significantly lower latency and improved throughput relative to
current solutions. Specific data plane service examples including
service chaining and local VOIP are given. The paper concludes
with an evaluation of control and data-plane overhead for a large
US-scale cellular network operator in the proposed architecture.
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1 INTRODUCTION
With emerging and demanding user requirements, next generation
cellular networking is expected to serve several heterogeneous
services for 5G [4], with broadband access speed of 1Gbps and ultra
low latency of 1ms to serve certain application classes. However,
while capacity of wireless links has improved exponentially with
every new generation of the 3GPP standard, the evolution of the
core network architecture has remained comparatively modest. The
heterogeneity in the types of devices communicating is changing
as well, from smart-phones to vehicular and internet of things (IoT)
communication [1]. In this paper, we highlight the bottlenecks in the
hierarchical gateway based core network design of current cellular
systems and argue for a more distributed anchor-less model similar
to the Internet backbone, that can scale elegantly to the increasing
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number and heterogeneity of current and future subscribers while
also enabling new mobility and IoT services.

Today’s cellular network architecture was designed to manage
per-device connectivity at service, control and data plane level with
fine-grained mobility and QoS management. There was a need to
monetize the high spectrum cost and comply with regulatory re-
quirements resulting in functions towards enforcing various policy,
charging and satisfying legal intercept requirements. While this
architectural model has survived over four generations of stan-
dardization upgrades, recent works have exposed the drawbacks
and bottlenecks in its service and packet gateway based data for-
warding [13, 14, 17]. There is an increasing diversity in the types
of devices being manufactured to use cellular, a significant shift
from smartphones and PCs. IoTs in industrial control and trucking
requires low latency and reliability, simple sensing devices ben-
efit from low overhead connection, minimum network-state and
session-less communication. On the other hand, smartphones and
vehicular scenarios demand faster and seamless handovers with
increasing bitrates and mobility. Such heterogeneous requirements,
coupled with the increasing need to provide in-network services
such as content caching and edge-compute, require intelligent data
plane forwarding mechanisms within the core network. The on-
going standardization efforts in 5G, provides an opportunity to
understand the shortcomings of the 4G network architecture and
propose backward compatible solutions that can address the re-
quirements of scale and heterogeneity for future cellular networks.
The key contributions of this work are as follows:
• Enumerate the scalability bottlenecks in the evolved packet

core (EPC) of cellular networks.
• Propose a distributed core network architecture for handling

increased scale at significantly lower overhead, while preserving
identity and security requirements of cellular networks and en-
abling flexible creation of new mobility and IoT services.
• Provide preliminary results from a large scale simulation study

comparing the 4G EPC architecture with the flat network architec-
ture in terms of scalability and control overhead.

2 THE CELLULAR NETWORK
The cellular network architecture was designed primarily for long-
lived data sessions for power and resource-sufficient user-equipments
(UEs). Following the terminologies of the evolved packet core (EPC)
in 4G, this consists of a centralized mobility management entity
(MME) with a home subscription server (HSS), and packet and ser-
vice gateways (PGW and SGW). In this setup, every time an UE
requires data connectivity, a list of handshakes and messaging be-
tween different components of the EPC and the RAN needs to take
place before any application-level data packet can be transmitted.
Fig. 1 highlights the control messages for uplink data network con-
nectivity for an UE. The key functionalities include authenticating
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Figure 1: Control messaging to establish uplink data connec-
tivity for a user equipment (UE) using 4G

the UE, updating its location in terms of the basestation (eNB) it
is currently connected to, and setting up dedicated bearers from
the eNB to its serving gateway. Not only is this latency intensive,
this procedure repeats every time a UE switches from idle to active
state. As seen from Fig. 1, the total number of control messages can
be as high as 17 for every idle to active transition.

The components in the EPC were designed to distribute function-
ality across different modules that can be independently upgraded
or modified. The HSS is in charge of device-authentication and
on-boarding. The MME handles mobility of the UE in the network
and mediates the protocol exchanges between the eNBs and the
rest of the core network. The service gateways maintain long-lived
sessions per UE and allow all traffic to enter and exit through lim-
ited ingress/egress points in the network for effective enforcement
of policies, admission control and charging.

One of the main shortcomings of this hierarchical architecture
design is that the data-plane path is setup and managed between
the eNB and the gateways using the GTP tunneling protocol [5].
The gateways perform this task, by setting up dedicated tunnels
for each UE, identified by tunnel identifiers, generated during the
protocol exchanges shown in Fig. 1. Every data packet then needs
to be encapsulated and de-encapsulated at the tunnel endpoints
(eNB and the PGW), which adds to the data overhead and com-
plexity of the architecture design. These tunnels are torn down
and re-established with every mobility event, creating even more
overhead. To add to that, as the authors in [24] show, most US
based cellular providers have only 4-6 such gateways to handle

Figure 2: Anchorless distributed cellular core network with
no gateways and vendor-specific equipments in contrast to
the evolved packet core (EPC)

traffic from millions of subscribers. This still works if the number
of devices connecting through the core is reasonable, they do not
have stringent latency and control packet processing limitations,
and, maintain long-lived connectivity patterns (active tunnels), sim-
ilar to smartphones. However, once we start to relax some these
assumptions for devices such as sensors in a smart-vehicle, or indus-
trial control and interpolate the predicted growth of heterogeneous
devices connecting through 5G, the gateways become source of
serious bottlenecks, as shown in our evaluations in Sec. 4.

3 AN ANCHOR-LESS CELLULAR CORE
In this section, we introduce the concept of a distributed, anchor-
less core network architecture for cellular networks, that scales
elegantly with number and heterogeneity of devices. As shown in
Fig. 2, the flat core network eliminates existing MME and gateways
and instead utilizes commodity routers that are connected in a dis-
tributed manner, similar to the Internet backbone. The same routing
functionality is also embedded into the base stations (eNodeBs).
The core network, although flat, still needs to perform the basic
functionalities of a cellular network, namely, authentication and
device onboarding, mobility management and policy and charging.
HSS still operates as a database for UE subscription management
and to handle initial device onboarding. Architecturally, we propose
two key changes compared to the EPC.

First, instead of the MME, we introduce a distributed mapping
system that is not restricted to mapping end-devices to locations,
but allows identifiers associated with devices, services and even con-
text to be mapped into a set of locators. This concept of separation
between identifiers and routable locations has been proposed by
both the academic community [8, 18] and the standards bodies [6, 9],
as a means to address mobility, multi-homing, service-management
and migration, content and context-addressability and to allow a
flexible mechanism to introduce new services into the network in
the future. Introducing a similar mapping systemwithin the cellular
packet core will not only reduce bottleneck at the MMEs (which
handle 3 times more control traffic than the gateways, as seen in
Fig. 1), but also allow enhanced services such as multi-homing, mul-
ticast, efficient traffic engineering to be instantiated and managed
using the same framework. Prior work on mapping system design
and implementation has shown it to be scalable to billions of devices
with query latencies lower than 10 milliseconds [7, 10, 11, 19, 23].
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Figure 3: Authentication and device onboarding with a dis-
tributed mapping system and no gateways

Secondly, the flat core network has no gateways and this brings
in several additional advantages to the design. (i) It reduces the
control overhead and protocol exchange, every time an UE goes
from idle-to-active stage; (ii) It removes the potential bottlenecks in
the data-plane and allows for a more distributed routing of packets
through the core into the Internet; and, (iii) It allows newer data-
plane service to be instantiated easily which is not possible using
GTP.

The device onboarding steps are shown in Fig. 3. Whereas, the
RRC connection setup, authentication and UE attachment to the
network remains unchanged, the eNBs now need to perform the pol-
icy and QoS enforcement, typically performed at the P/S gateways
when data is exiting or entering the core network through GTP
tunnels. Distributing the charging functionality close to the edge
reduces the control bottleneck at the limited number of gateways as
well as allows for interesting charging policies to be implemented,
such as charging local traffic differently than traffic traversing mul-
tiple hops out of the service provider network. In addition to that,
the eNBs in this distributed identity based architecture need to
update device ID to routable locator (eNB address) mapping in the
mapping database, as shown.

Note that this architecture design is based on MobilityFirst [18],
which is a future internet architecture with its own semantics of
flat cryptographically secure identifiers and a distributed hash map
based mapping system [10, 23]. However, the cellular core network
design proposed is agnostic to any naming, name-address sepa-
ration protocols and mapping system designs and therefore, can
work with any of the alternative name-based architectures that
use IP semantics [6, 8, 9]. Using MobilityFirst as an example, Fig. 4
summarizes the protocol exchanges to establish data connectivity
for an identity-enabled UE. As shown in Fig. 4(a), during UE attach-
ment, policy and charging policies are made available to the eNB
for that particular UE and a UE identifier to eNB address is inserted
in the mapping database. When the eNB next receives a data packet
from the UE, it can look up the appropriate QoS policies, query
the database for the destination identifier to address mapping and
forward the packet accordingly. The packet structure shown here,
carries both the identifier and the routable address, following Mobil-
ityFirst packet syntax. For alternative identity-based architectures
this packet format and the mapping-function at the eNBs would
be different. For example, LISP [6] encapsulates the original packet
with a new IP header carrying the destination IP address, while ILA
rewrites the destination identifier with the destination address [9].
However, the core network architecture, the distributed mapping

(a) Control plane steps

(b) Data forwarding and control plane interaction

Figure 4: Protocol Exchanges using MobilityFirst

system and the protocol syntax can adapt well to such alternative
designs.

Next, we walk through a few data-plane services to highlight
the benefits of using the distributed core network.

3.1 Data-plane services
In this section, we walk through two data-plane services, namely,
(i) a voice-over-IP call between two smartphones both subscribed
to the same network carrier; and, (ii) service chaining and flexible
policy enforcement at a cellular service provider. While both of
them are realizable in a traditional cellular network, our goal is to
highlight the benefits and flexibility that a distributed architecture
provides.

VOIP between local mobile users:We start with the assump-
tion that both the smartphones are in RRC connected state and have
already authenticated and attached to the network following the
protocol diagram in Fig. 3. As shown in Fig. 5(a), UE 1 is initiating
a data flow to UE2. Following the concept of a identity-locator split
architecture, the first packet at the basestation will incur a mapping
database lookup to find the routable locator for UE2 (which in this
case is the address of eNB2). Our design assumes that this map-
ping is cached at the basestation for the lifetime of this VOIP flow
and hence, consequent packets would not require further lookups.
Based on the core network topology and the routing protocols
within the core network, the packets will be forwarded across the
shortest path through the network to eNB2. If we contrast this
to what would happen for the same application in the EPC, we
will observe that all packets from eNB1 will be encapsulated and
tunneled to a PGW deep into the network, from where they need
to be de-encapsulated, followed by encapsulated a second time and
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sent via a second tunnel to eNB2. The actual route followed by
the packet may be quite non-optimal, both from the user and the
network perspective, especially considering the limited number of
PGWs per carrier [24].

Service chaining: Next, we describe a second usecase, where a
cellular service provider wants to implement flexible policies, QoS
and network functions within the network. In this case, service
functions are instantiated by assigning identities to the service and
storing an up-to-date mapping between the service identifier and
its location in the mapping system. As shown in Fig. 5(b), network
functions such as filtering, and deep packet inspection (DPI) can
be chained together for a particular flow, simply by inserting the
correct order of mapping of locators in the mapping system. For
example, based on the SLA agreements and QoS policies, data pack-
ets from UE 1 are first directed to a filtering service, from where
a second lookup in the mapping system is made to direct it to a
DPI service, after which it is forwarded to an egress router. On
the other hand, packets from UE2, which could have a different
agreement for lower latency, is forwarded out into the backbone
through the closest egress router. Avoiding P/S gateways allows the
network to implement many such flexible policies without having
to instantiate and maintain multiple GTP tunnels between each
network function. In addition, decoupling the service names from
their routable addresses provides flexible traffic engineering capa-
bilities to the network, as any function can now be easily moved or
assigned to multiple locations in the network, simply by inserting
the correct mappings in the mapping system.

4 EVALUATION
4.1 Realistic System Model
We focus on a single US based cellular carrier, referred hence-
forth as C1, which reported 138.83 million wireless subscribers
in 2017 [20]. We also consider future predictions of wireless sub-
scriber growth [1] and IoTs using cellular. [22] predicts there will
be as many as 52547 IoTs per cell site in the near future. Based on
our calculation that would result in about 33 billion IoTs forC1. We
assume a more modest growth of 33 million in our simulation. We
parse the opencellid dataset to obtain crowd-sourced data of about
650K cell sector locations for C1 [21]. Note that the actual number
of eNBs will depend on the number of cell sectors of each of C1’s
eNBs, the information of which was unfortunately not available.
We assume that C1 has at-most 6 PGWs (based on [24]), and then
parametricize the number of SGWs and MMEs as multiples of PGW.
For the data-plane topology, we parse reported router-level topol-
ogy of C1 from Caida [2], that results in a distributed topology of
about 82K nodes and 441K links. The simulation parameters are
summarized in Table 1.

4.2 Control Overhead Analysis
Based on the above topology, we simulate UE attach requests and
analyze the control overhead incurred by the components in the
EPC and in the mapping system of the proposed distributed cellular
core network. As described in Sec. 2, the UE attachment procedure
repeats every time an UE transitions from idle-to-active state. We
refer to this as the RRC connection periodicity. To obtain reason-
able numbers for this connection periodicity, we parse more than

(a) VOIP call between two subscribers of the same network

(b) Instantiating services and QoS policies in the core network

Figure 5: Different data-plane services enabled by the dis-
tributed core

Table 1: Simulation Parameters

Parameter Value
UEs(smartphones) 138.83 106

UEs(IoTs) 33 106
eNB cell sites 637494
PGWs 6
SGWs {6,12,18,24}
MMEs {6,12,24,36,48}
Routers 82756
Links 441136

2500 LTE logs collected by users over a period of months and avail-
able as part of the MobileInsight project [13]. For IoT devices, we
synthetically generate RRC connection periodicity, following the
guidelines in [22]. Fig. 6 plots the cumulative distribution function
of the RRC sleep periodicity. The dotted lines (‘All Carriers’ and
‘Synthetic IoT’) are the ones fed into our simulator. As seen from
the figure, while the real data from the smartphones show a lot
of variations in the RRC sleep periodicity, the guidelines for IoT
connectivity pattern only have 4 categories of sleep periodicity
(wakeup once a day, once every 2 hours, once every hour, and once
every 30 minutes). We assumed a 5% standard deviation from these
means when generating the synthetic data.
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Next, we simulated 138.83M UEs following the connectivity pat-
tern from Fig. 6 and sending attach requests into the network. For
the EPC, Fig. 7 plots the average and worst case control packet
overhead at the PGW, SGW and the MME, based on the protocol
exchanges explained in Sec. 2. Following Cisco 2016-2021 forecasts,
we next increase the number of UEs in the simulation to predict av-
erage overheads for the year 2021 as shown. Finally, we add in 33M
IoT devices to strain the network further. As seen from the figure,
the MMEs are a key source of potential bottlenecks, with maximum
load reaching over 5M packets/sec. As the MME is the mediator of
setting up a data session from the eNB to the PGW, overloading the
MME, will not only create latency bottlenecks, but will also lead
to delays in mobility handover scenarios (not considered for this
evaluation).

We next simulate the UE attachment protocols in the distributed
core, and analyze the control overhead at the mapping database
for the same set of UEs and control traffic model. The simulation
implements a distributed hash table based mapping system, in
which all the routers of the core network participate in. In summary,
each router stores part of the logically centralized database and
responds to updates and queries from the eNBs. For reliability and
to lower lookup latencies, each mapping is stored in k different
locations (k > 1) across the network. Please refer to [23] for more
details on the mapping system design. As seen from Fig. 8, the
overhead at each of these mapping database is negligible, even
with increasing values of k , compared to the the overhead at the
MME in the EPC. This is due to two main reasons: (i) The protocol
exchanges are simpler in the distributed core, and, (ii) the database
is physically distributed across 82K nodes in the network, resulting
in reduced overhead per node. Note, that the assumption here is
that commodity routers will be able to adequately handle slightly
higher overhead and computation in maintaining these distributed
databases, as has been shown in [10, 23].

4.3 Data-plane Analysis
In order to highlight the benefits of removing session gateways
and GTP tunneling, we next evaluate the VOIP use-case described
in Sec. 3.1, where two local subscribers are communicating over
the core network. There are 6 PGWs in the topology which have
been randomly chosen from the set of egress routers of C1 (routers
which have atleast one inter-domain link to a different autonomous
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Figure 8: Control overhead at each of the locations of the
distributedmapping system for the year 2017 and forecasted
increase for 2021.

system in the Caida topology). We choose 10000 random pairs of
UEs and assume that the QoS policies for both them allow shortest
path forwarding in the core. As mentioned earlier, when using the
EPC core, packets from UE1 are tunneled to the closest PGW, from
where they are forwarded through a second tunnel to UE2. For the
distributed core, packets are simply forwarded along the shortest
path between UE1 and UE2. As shown in Fig. 9, the distributed
forwarding for 10000 random pairs of UEs results in considerable
improvement in packet hops for each flow, which could potentially
reduce end-to-end latency and allow better traffic distribution in
the network.

5 RELATEDWORK
Works on the cellular core network architecture can be classified
into three categories. First, few works have introduced SDN in
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the core network to allow for flexible traffic engineering and fine-
grained policies [12, 15]. However, they assume the protocols ex-
changes and the MMEs and gateways remain unchanged. The sec-
ond body of work involve virtualizing the EPC functionality [3, 16],
such that a software implementation of the EPC can be instantiated
and migrated at will by the service provider. While this is valuable
and has promise to be used in 5G to allowmultiple software cores to
share the network resources, as shown through our evaluations, the
EPC core components are themselves not scalable. Finally, recent
proposals also look into smarter backward compatible techniques
that tweak part of the protocols in order to reduce overall latency
and overhead [13, 14, 17]. These are the ones most closely related
to our work but are complimentary, as utilizing their NFV and vir-
tualization techniques will provide additional latency reduction for
our proposed architecture. There is also a separate body of work on
enabling IoT and low power communication in cellular [22]. How-
ever, they do not focus on low latency scenarios and are specific to
low bit rate communication, whereas, our proposed architecture is
more generic and supports multiple types of devices.

6 CONCLUSION
This paper proposed a distributed core network architecture for
5G cellular systems. The proposed architecture removes traditional
gateways from the cellular core and introduces a distributed map-
ping system for mobility management and flexible support for
newer services and heterogeneous devices, such as IoTs. Our results
from a large-scale simulation of a US-based cellular provider show
significant reduction in control overhead and smaller data-plane
path lengths. Ongoing work includes prototyping the proposed
architecture on commodity hardware and USRP radio front-ends
using Click software router and Open Air Interface. As part of our
future work, we plan to present detailed experimental results on
latency and mobility studies in the ORBIT radio testbed.
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