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a b s t r a c t 

This work describes a clean-slate inter-domain routing protocol designed to meet the needs of the fu- 

ture mobile Internet. In particular, we describe the edge-aware inter-domain routing (EIR) protocol which 

provides new abstractions, such as aggregated-nodes (aNodes) and virtual-links (vLinks) for expressing 

network topologies and edge network properties necessary to address mobility related routing scenar- 

ios which are inadequately supported by the border gateway protocol (BGP) in use today. Specific use- 

cases addressed by EIR include emerging mobility service scenarios such as multi-homing across WiFi 

and cellular, multipath routing over several access networks, and anycast access from mobile devices to 

replicated cloud services. It is shown that EIR can be used to realize efficient routing strategies for the 

mobility use-cases under consideration, while also providing support for a range of inter-domain rout- 

ing policies currently associated with BGP. Simulation results for protocol overhead are presented for a 

global-scale CAIDA topology, leading to an identification of parameters necessary to obtain a good balance 

between overhead and routing table convergence time. A Click-based proof-of-concept implementation of 

EIR on the ORBIT testbed is described and used to validate performance and functionality for selected 

mobility use-cases, including mobile data services with open WiFi access points and mobile platforms 

such as buses operating in an urban area. 

© 2017 Elsevier B.V. All rights reserved. 
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. Introduction 

The inter-domain routing architecture of the Internet is cur-

ently based on the border gateway protocol (BGP) standards [1] .

GP, which was introduced about 25 years ago, represented a ma-

or advance in networking because it provided fully distributed,

on-hierarchical routing mechanisms between autonomous sys-

ems (ASes) at a global scale. More importantly, BGP provides a

exible framework for policy-based routing taking into account lo-

al preferences and business relationships [2] . The Internet is cur-

ently going through a fundamental change driven by the rapid

ise of mobile end-points such as smartphones and embedded

nternet-of-Things (IoT) devices [3] . The emerging “mobile Inter-

et” will require new approaches to both intra- and inter-domain

outing in order to deal with increased dynamism caused by end-
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oint, network and service mobility. This dynamism can take vari-

us forms, ranging from conventional end host mobility and edge

etwork mobility to multi-homing and multi-network access asso-

iated with emerging hetnet and 5G cellular scenarios [4] . In ad-

ition, mobile edge cloud scenarios [5] involve dynamic cloud ser-

ice migration across networks, requiring anycast routing capabili-

ies which are not readily supported by current inter-domain pro-

ocols. A common thread across all these use-cases is the need for

 better visibility of the network connectivity graph and the qual-

ty of alternative paths to the mobile end-point in order to be able

o make more intelligent and informed routing decisions that takes

dge and access network into account. 

Emerging Internet requirements such as mobility and content

ave motivated several clean-slate Internet design projects such

s Named Data Network (NDN) [6] , XIA [7] and MobilityFirst [8] .

reviously published works on these architectures have addressed

obility requirements at the intra-domain level [9,10] , but inter-

omain routing for the future Internet remains an important open

roblem. In this paper, we first motivate the need for clean-slate

pproaches to inter-domain based on several use-cases, and then

escribe a specific new design called EIR (edge-aware inter-domain

outing) intended to meet emerging requirements. The proposed
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protocol provides new abstractions for expressing network topol-

ogy and edge network properties necessary to support a full range

of mobility services such as multi-homing over WiFi and cellular,

multipath routing over multiple access networks, and anycast ac-

cess to cloud services from mobile devices. 

The proposed edge-aware inter-domain routing protocol was

developed as a part of the MobilityFirst Future Internet Architec-

ture (FIA) project [8] aimed at a clean-slate redesign of the IP pro-

tocol architecture. It is noted here that clean-slate research projects

like MobilityFirst do recognize the fact that the Internet cannot

be changed overnight particularly when dealing with core proto-

cols such as inter-domain routing. However, with the advent of

software-based network functionality, it is now increasingly prac-

tical to introduce new Internet protocol concepts on a trial ba-

sis. In particular, the recently proposed “SDX (software-defined ex-

change)” concept makes it possible for networks to voluntarily par-

ticipate in enhanced or new protocol frameworks for inter-domain

routing, as discussed by Feamster et al. [11] . For example, a new

inter-domain routing protocol like EIR can be implemented by a

small number of cooperating ASes as an SDX-hosted function that

supplements BGP with the goal of efficiently supporting a spe-

cific service such as multi-homing over WiFi and cellular networks.

Such an initial deployment can be limited to 10’s of networks (con-

tent provider, a few transit networks, cellular access network oper-

ators, etc.) with the sole purpose of optimizing multi-homed ser-

vice delivery. As additional networks become aware of the benefits

and join these special purpose networks, there could be a criti-

cal mass effect leading to broad adoption of a new routing proto-

col standard. While it is difficult to predict when these large-scale

changes in the network will occur, there is no doubt that signifi-

cant changes to BGP will occur over a ˜10 year time horizon, and

it is thus timely and important to study inter-domain routing tech-

niques designed to meet future needs. 

The main contributions of this work are: 

(i) Identifying and reasoning about the new requirements of the

future mobile Internet. 

(ii) Designing a specific protocol architecture (EIR) which real-

izes these requirements. 

(iii) Presenting a careful evaluation of EIR through simulation,

emulation, and implementation to show the feasibility and

efficiency of the newly proposed architecture. 

2. Emerging network service usecases 

In this section, we consider some of the emerging use-cases

such as mobility, multipath, edge peering, in further detail and dis-

cuss their implications on inter-domain routing. 

2.1. Multipath support 

A typical mobile hand-held device can see multiple available

networks (cellular or WiFi) at the same time. Although the major-

ity of current business models generally restrict a user to a single

cellular network provider, with the increasing popularity of “het-

net” mobile services, a mobile device might be soon able to si-

multaneously connect to a dynamically changing set of cellular

and WiFi networks [12,13] . It is possible to consider a variety of

service objectives for this scenario, ranging from “most economi-

cal” to “highest throughput interface” to “all interfaces”. Interme-

diate solutions to support such connectivity do exist [14–16] , but

supporting network-wide multi-homing has a very broad architec-

tural implication. Since the cellular and WiFi networks will in gen-

eral be in different Internet domains, autonomous systems need to

support independent paths of connectivity for a single end-to-end

flow. Accordingly, having the visibility of the global network graph
nd some awareness of edge network properties would help the

outers to make informed forwarding and/or multicast copy deci-

ions. 

.2. Wireless edge peering 

Peering between autonomous domains is one of the most im-

ortant capabilities of the Internet. ASes employ various types of

eering agreements with different number of neighboring ASes

nd a recent report shows the presence of 75% more peering links

han previously known [17] . As a motivating example, consider the

ase of two small enterprise networks N 1 and N 2 which oper-

te in geographically close locations (e.g. on different floors of a

uilding) and have different Internet service providers ISP 1 and

SP 2 . Due to the geographical proximity, some wireless routers in

oth networks can connect to each other, for example using the

ridging-mode available in many enterprise WiFi APs [18] , assum-

ng a sufficient security solution is in place. This wireless peering

ink would keep the two networks connected even if both the ser-

ice providers, ISP 1 and ISP 2 are undergoing failures, and can help

ne network to use the connectivity of the other network in case

ither one of ISPs has a link failure. We believe that wireless peer-

ng will be increasingly important for the future mobile Internet,

nd requires more flexible and granular policy specifications than

urrently supported, especially for disaster-recovery (when wired

onnections to ISPs might fail) and congestion handling (to main-

ain partial edge-connectivity when the main links become too

ongested). 

.3. Dynamic network formation and mobility 

Another emerging mobility service scenario is that of dynamic

etwork formation along with network mobility. For example,

here are opportunities for a network to be formed between groups

f vehicles on the highway, and these networks should be able

o quickly peer along the edge with different access networks en-

ountered during mobility. As another emerging use-case consider

oogle’s Project Loon, which proposes to beam LTE access in de-

eloping countries from a network of aerial balloons [19] . Manag-

ng a global scale of unmanned and highly mobile base-stations is

hallenging, despite the partial point solution that BGP currently

rovides for airline connectivity [20] . Such techniques cannot scale

o a network of hundreds of mobile nodes or respond to changing

ink quality/capacity at the edge of the network. 

.4. Service anycast 

Emerging cloud-based service applications for on-demand com-

uting or storage often require anycast routing for finding the

closest available resource” based on specialized metrics such as

atency or bandwidth. Selection of inter-domain paths based on

ore than just the BGP reachability metric becomes necessary in

uch cases and is difficult to achieve without setting up of ad-

itional overlays [21] . In addition to the support of mobility as a

orm through the routing plane, we believe that the inter-domain

outing protocol should provide means of flexible path selection

ased on metrics other than the traditional shortest AS hop count.

.5. Multicast support 

With the Internet traffic becoming increasingly content

riven [3] , support for efficient multicasting becomes crucial. Con-

ider the use-case of multiple mobile users trying to stream a

ewly released series from a popular content provider, such as Net-

ix. Not only does it require an anycast get(content) request from

he users, the content provider can employ multicasting to stream
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he content simultaneously to multiple users subscribed to differ-

nt ISPs. Emerging IoT concepts involving wireless sensor networks

WSNs) also need support for large scale multicasting [22] . Inter-

omain multicasting requires fine-grained path-visibility to choose

ppropriate bifurcation points within the network for data replica-

ion as well as efficient group management mechanisms. However

ulticasting extensions for BGP (MBGP) [23] cannot scale to large

roups. The overheads associated with setting up and maintenance

f MBGP has also limited its wide-scale deployment. 

EIR satisfies the basic inter-domain routing protocol require-

ents of scalability, robustness, and support for flexible rout-

ng policies, in addition to the support for emerging use-cases

f network-mobility, multi-homing, multicast and anycast services.

ome of these use-cases are currently partially supported through

verlay services, such as, Akamai’s content delivery system [24] ,

oogle’s Project Fi [12] for multi-network access, etc. However,

iven the wide diversity of existing and emerging services, many

f these heterogeneous services would benefit from an uniform

nd intelligent routing plane that provides increased visibility of

ath and quality metrics. This not only reduces the management

omplexity of overlay networks per service, but also leverages on

he efficiency of not having to infer substrate network topology for

ach of them. 

. EIR protocol design 

In this section we present the key building blocks of EIR. First

e describe the design rationale and concepts, followed by in-

epth protocol features. 

.1. Design concepts 

Our design decisions are directed towards enabling and using

i) information about more links (e.g. internal structure of the AS),

nd (ii) more metrics about each link (e.g. whether wireless or

ired link between networks). Below are the top-level design prin-

iples behind EIR. 

.1.1. In-network mapping of names to addresses 

The concept of separating names from addresses has been used

n several recent proposals (MobilityFirst [8] , LISP [25] , HIP [26] ,

IP [27] ). As per a recent measurement study [28] , this is being in-

reasingly deployed by ASes. The infrastructure for mapping be-

ween names and addresses can either be hosted as services exter-

al to the network and accessed only by end nodes, or alternatively

e implemented in-network and be accessible by both end hosts

nd routers. We make use of the in-network mapping approach, to

nsure delivery of packets in the case of fast end host mobility. All

etwork attached objects (devices, routers, access points, etc.) are

ssigned unique names and a logically centralized global name res-

lution service (GNRS) maintains mappings between a name and

ts routable address(es). Several past works have shown the feasi-

ility of Internet-scale, distributed, in-network mapping infrastruc-

ure with extremely small query-response time [29–31] . 

.1.2. Propagating network or link properties in inter-domain routing 

BGP does not differentiate inter-network links based on link

roperties (such as wired or wireless links), making it difficult to

erform informed routing decisions based on capacity constraints.

or example, in an early in-flight WiFi implementation, Boeing as-

ociated each flight with an IP address block which was announced

nto the global routing system from different locations as the plane

oved [20] . Other networks receiving such announcements had no

dea that the last hop for this path had a ground-to-plane wire-

ess link instead of the usual high-capacity peering-point wired
ink and thus might have congested the link with excessive traf-

c. In EIR, coarse-grained link-level information about each inter-

etwork link is propagated through the routing protocol to enable

etworks to make forwarding decisions based on aggregate edge

etwork properties. 

.1.3. Increased visibility of alternative paths 

More often than not, there are multiple routes available be-

ween any two networks in the Internet and those routes can en-

ail vastly different properties [32] . In BGP, a network might learn

bout alternate routes to a destination but can only select and

ropagate one “best” route to other networks, which leads to a

yopic view of the network graph. In order to support the increas-

ngly important use-cases of multipath and multi-network opera-

ions, EIR entails network-wide visibility of multiple possible paths

etween each pair of networks. Note that recent standardization

ffort s in BGP looks into similar aspects where an AS can advertise

ultiple paths to the same destination prefix [33] . This requires

efining path identifiers to distinguish between the multiple paths

nnounced. This has similarities to EIR where multiple aggregated

ink information (intra or inter-domain) are advertised in the rout-

ng update messages, as explained in detail in Section 3.2.1 . How-

ver, in EIR, each AS does not advertise specific paths to destina-

ions, but rather exposes a topological graph which can then be

tilized by other ASes to compute appropriate paths. In addition,

IR incorporates mechanisms that allow networks to realize policy

outing beyond the common routing policies seen today in BGP, as

iscussed in detail in Section 4 . 

.1.4. Flexibility in exposing internal structure 

EIR enables flexibility in the amount of internal network struc-

ure that a domain announces to other networks. This ensures that

etworks have the control over the granularity of topology infor-

ation they want to expose. At the same time, dynamic traffic en-

ineering and differential network services can be realized more

asily and efficiently when each network has a more fine-grained

iew of multiple possible inter-AS and intra-AS paths. 

.1.5. Support for multiple routing policies 

EIR enables multiple routing schemes through the propagation

f multiple link characteristics in its routing messages. For exam-

le, routers can compute routes based on high bandwidth, low la-

ency, high availability and so on. In addition, non-conventional

aths based on specific router functionality, such as long-term stor-

ge capable routes, fast-path optical network transit routes, “traffic

nly through customers”, etc., can also be computed. 

.2. Protocol building blocks 

While BGP is sufficient for basic inter-domain routing with

tatic ASes, it trades flexibility in route selections and the availabil-

ty of link quality information for a high level of abstraction and

calability. In contrast, we argue for a more balanced architecture

hat reveals enough internal state of the network so that network

ntities can make a smarter decision in message delivery, satisfy-

ng different requirement of today’s services, but also have flex-

ble aggregation capability to make the architecture scalable. We

ontend that a network entity that wants to deliver a packet to a

ar away destination does not need to know the most up-to-date

tate around that destination node until the packet gets closer to

he destination. Knowing about the existence of possible alternate

aths and the approximate condition of paths connecting the two

ndpoints is useful to make a smarter routing decision. Following

re the key protocol design elements in EIR. 
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Fig. 1. aNode-vLink topology abstraction for an AS. 
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3.2.1. Aggregated nodes (aNodes) and virtual links (vLinks) 

Each AS has the option of dividing its routers or other net-

work elements (such as access points and base-stations) into one

or more than one groups (called aggregated nodes or aNodes) as

shown in Fig. 1 . Entities belonging to the same aNode typically

share some common operational or physical attributes. As exam-

ples, possible compositions of aNodes include: the entire AS (sim-

ilar to the current Internet architecture); group of routers in a ge-

ographical area; all routers that support flow-based routing (for

example through OpenFlow); wireless routers on bus/train/plane

networks; and cell-site routers in flat LTE networks. The network

management authority for each AS aggregates routers to aNodes

and assigns a unique aNode identifier to each. In this design, an

aNode is identified by a “globally unique identifier” (GUID) that is

obtained from a trusted naming service which has central visibil-

ity of all the allocated names and also manages trust. By conven-

tion the routable network address is a hash of the GUID. We refer

readers to our prior work for more detailed discussion on GUID

creation and mobile naming service [29] . 

The aNodes are connected via virtual links or vLinks, which are

single-hop or multiple-hop connections. The overall architecture is

highlighted in Fig. 1 . The aNode-vLink abstraction allows a network

to partially expose its internal connectivity structure while limiting

it to a level of detail that fits its needs. Networks that do not wish

to expose internal structure describe themselves as a single aNode.

A network state packet (nSP) is used to inform other ASes of the

network’s internal aNodes and vLinks along with their properties

such as bandwidth, latency and availability. 

Aggregation techniques have been proposed over the years for

hierarchical protocols like PNNI [34] as well as flat OSPF style rout-

ing [35] for intra-domain routing, whereas Pathlet [36] proposes

similar concepts for inter-domain routing. Understandably, ASes

may not be willing to expose internal characteristics globally to

other ASes. However, there is a benefit in doing so, namely: (i)

the information advertised is aggregated and coarse-grained, there-

fore, does not expose the intra-domain link state information;

(ii) Previous research has shown that BGP route computation of-

ten suffers because peering agreements are not available, even

though they can be easily inferred through passive monitoring

techniques [37,38] ; and, (iii) EIR does not necessitate advertisement

of internal topology but provides the flexibility of allowing ISPs to

expose as much as they want. For example, stub ASes with a sin-

gle inter-domain link probably has no benefit for exposing internal

structure. However, large transit ASes will benefit by exposing mul-

tiple ingress-egress points to achieve traffic engineering goals and

provide potential value-added services to its customers. 
.2.2. Route dissemination through network state packets 

The internal structure of a domain is expressed through a graph

f aNodes connected by a set of vLinks. Route update messages

onsisting of both internal and external properties of a network

re periodically disseminated by ASes in the form of network state

ackets (nSP). The nSP created by each border router contains the

Node-vLink connectivity graph and aggregated state information

or aNodes and vLinks. 

Fig. 2 highlights the update format with aggregated state of

inks expressed in the form of a 〈 Bandwidth, Variability, Availabil-

ty, Latency 〉 tuple. Multiple physical links can be aggregated to a

ingle vLink and as such these parameters can be average of all the

inks, or the maximum or minimum of them. Such decisions are

aken individually by each network and by varying these four pa-

ameters, a domain can control traffic patterns that traverses into

nd inside its network. For example, a vLink connecting a single

irplane might have absolute bandwidth equal to the bandwidth

hat it could deliver to all passengers. In addition, with its fine-

rain internal structure exposed to outside networks, a domain can

lso offer its clients with flexible route selection as a value-added

ervice. 

Optional state, capacity, and capability information is ex-

ressed through the type-mask and could include type of an

Node or vLink (WiFi enabled aNode, ground-to-satellite vLink,

tc.) or enhanced capabilities of an aNode (storage-capable aNode,

ompute-capable aNode etc), in addition to the policy attributes

f vLinks (“peer-to-peer”, “customer-provider”, etc.) as described in

ection 4 . The set of generic policies supported by an AS is also

art of the state information in the form of service identifier (SID)

ypes, discussed in Section 4 . The parameters characterizing the

Nodes and the vLinks can and will change over time. They are

ecomputed by a border router every time it generates an nSP. 

As shown in Fig. 2 , each nSP is a variable size packet, with the

ctual size determined by the number of internal vLinks the source

S advertises and the number of neighbors it has. Each intra-

etwork entry consists of 2 aNode IDs (each being a GUID of size

0 bytes [8] ), 2 type masks for each aNode and 1 type mask for the

Link connecting the two aNodes, each of size 1 octet, and band-

idth, availability, latency and variability parameters of the vLink,

ach consisting of 1 octet. Therefore, each intra-network entry to-

als a size of 47 octets. Similarly, each border entry has a size of 25

ctets. Therefore if a source AS has n internal entries and m bor-

er entries, its nSP will have a size of (10 + n × 47 + m × 25) bytes .

or example, assuming an AS exposes a topology with 10 inter-

al vLinks and it has 5 neighbor ASes connected through 5 border

Links, its nSP will be 605 bytes long. 
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Fig. 2. Inter-AS route update structure exchanged through network state packets (nSPs) between border routers. 

Fig. 3. CDF of AS path length of 20 0 0 randomly chosen ASes in the Internet using BGP; Dijkstra based link state routing highlights the lower bound for the path lengths. 
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Path computation in EIR is based on link-state routing through-

ut the whole Internet. Understandably, a major concern for link

tate routing is its scalability and whether path vector routing such

s that employed by BGP is sufficient. In order to answer this ques-

ion, we performed an analysis of AS path lengths computed by

GP and compared it to a Dijkstra based link state routing on the

omplete Internet graph. For evaluation purposes we use a pub-

icly available CAIDA dataset of 47,445 ASes and 200,812 inter-AS

inks [39] . All the BGP decision processes are evaluated in the C-

GP simulator, which is an efficient BGP solver, designed to handle

arge topologies [40] , whereas Dijkstra is run on the same graph

n our custom Python based simulator. Fig. 3 plots the cumulative

istribution of path lengths computed by 20 0 0 randomly chosen

Ses to all other ASes in the graph. As seen from the plot, for the

ost part, BGP performance is comparable to link state routing (on

n average 50% of the destinations are 4 AS hops away for both).

owever, BGP has a long tail, with some ASes being as far as 23

ops away. Note that the link state routing in this simulation does

ot take into account any policy based decisions, crucial to the op-

ration of inter-domain routing. However the goal of this exercise

s to motivate the fact that, if aggregated connectivity information

n a global scale could be distributed across all ASes, there is a

enefit in computing shortest paths based on different metrics and

olicies, instead of the conventional approach of advertising a sin-

le best path for each destination AS. 

Note that, traditionally Dijkstra computation was considered

n expensive operation. Single source Dijkstra computation on a

raph of V vertices and E edges has a complexity of O ( E log V ).

owever, parallel implementations such as the algorithms pro-

osed by Eager or Crauser [41,42] can bring down the complexity

o upto O ( V log V ) and experimentation with parallel implementa-

h  
ion has shown strong scaling properties even for single core pro-

essors [43] . Interestingly, EIR does not strictly enforce the use of

ijkstra, but rather provides a routing framework, where alterna-

ive routing algorithms can easily be implemented. nSPs provide

he global view of the topology, which can be plugged into one or

ultiple algorithms at each border router to compute forwarding

nformation bases. 

A second major concern for flooding of link state messages to

ll ASes in the Internet is scalability and to address it, EIR uses a

elescopic route dissemination mechanism, as described next. 

.2.3. Telescopic flooding of network state 

Internal to an AS, routers exchange link information in the form

f link state advertisements to build the network graph (refer to

ur earlier work on generalized storage-aware routing [9] ). Border

outers, upon receiving the link state advertisements from all the

outers inside the AS, construct nSPs by combining the complete

iew of the internal network and the management enforced aN-

de topology with export policies of the AS. The nSPs are then

nnounced to neighboring ASes. However, the border routers re-

ay nSPs that originated from other ASes in a telescopic manner ,

hich means that the relaying rate of a particular border router is

etermined by the distance, i.e. AS hop count, between the origi-

ator and the relaying border router. As a result, a router will get

ore frequent (hence up-to-date) routing updates from ASes that

re closer to it. The term “telescopic” comes from the analogy of

istant nodes seeing each other through the reverse-end of a tele-

cope, i.e. they are visible but less clearly so, similar in concept to

sh-eye state routing in ad-hoc networks [44] . 

Different telescopic functions can be defined by changing the

elation between the hold-delay (time for which a border router

olds a received nSP before relaying it to other neighbors) and the
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Fig. 4. Shape of telescopic functions of hop count vs. hold delay for A = 3 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Late-binding of data to counter stale network state update at a far-away 

node. 

A  

b  

p

3

 

a  

c  

c  

a  

p  

w  

t  

l

 

b  

t  

s  

e  

w  

b  

t  

o  

c

 

a  

i  

f  
hop-count. The goal of the function is to increase the hold time

as the packet traverses farther and farther from the source, that is,

the function should be monotonically increasing. We chose the fol-

lowing equations to characterize the telescopic functions in terms

of the relation between hold-delay (denoted by y) and the hop

count (denoted by x). 

Constant: y 1 = A 

Linear: y 2 = Ax 

Exponential: y 3 = Aexp (x −1) 

Constant-linear: y 4 = 

{
A, if x < α
A (x − α + 1) , if x ≥ α

Constant-exp: y 5 = 

{
A, if x < α
Aexp (x −α) , if x ≥ α

Constant-exp-constant: y 6 = 

⎧ ⎨ 

⎩ 

A, if x < α

Aexp (x −α) , if α ≤ x < β

Aexp (β−α) , if x ≥ β

Note that although many other monotonically increasing functions

can be defined, we chose a few simple ones, with a good mix of

linear and exponential components. Fig. 4 plots each of these func-

tions for a constant value of A . As seen from the plot, the goal

is to reduce the effect of flooding of routing updates and slow

the process down as you move farther away from the source. In

this respect, the steeper the curve, higher the hold-delay of nSPs

at each additional hop, and therefore, greater is the reduction in

traffic overhead, but it also leads to a corresponding increase in

the time taken by far-away nodes to receive an update. For exam-

ple, constant and linear functions, would have small hold delays

at each hop, but considerably higher overhead, whereas, the expo-

nential function will exponentially reduce the overhead at the cost

of higher time required for update propagation. We have looked at

a range of values of the telescopic function parameters in order to

find a reasonable tradeoff, as explained in Section 5 . 

3.2.4. Late-binding for mobility support 

As a side effect of telescopic route update dissemination, net-

work states that a network observed from far away could be ob-

solete during transit of a data packet and thus result in routing

failure. To address this, EIR incorporates the additional design fea-

ture of in-network name-to-address binding during the transit of

a packet. Late name-to-address binding serves as a fail-safe mech-

anism that allows routers to actively react to link variations and

mobility of end nodes as well as networks. In particular, EIR makes

use of a fast in-network name resolution through the GNRS [29] in

order to retrieve the current network location of the destination.
s shown in Fig. 5 , network-address mapping of in-transit data can

e looked up at an intermediate location within the network to

roperly route to a new location, without failure in delivery. 

.2.5. Label based path-setup 

The EIR protocol has the provision for a border router initi-

ted intra-domain path setup. In this procedure, the border routers

ompute paths based on bandwidth, link latency or any other lo-

al policy and inject forwarding table entries into internal routers

long these paths using route-injection messages. Each of these

aths are assigned a unique label. Since the labels are relevant only

ithin a domain, management is not a major concern. At the in-

ernal routers, the computational complexity is reduced as simple

abel based switching occurs. 

Transit network providers and large ISPs can utilize this label-

ased fast switching mechanism and set up dedicated routes for

ransit traffic. Note that the pre-computed paths follow the same

et of aNodes exposed by the border routers in their nSPs. This

nables any source to infer the end-to-end aNode path a packet

ould follow through each AS. In order to compute the paths, each

order router utilizes the same transit policies and aNode level

opology enforced by the network management authority. A pool

f unique identifiers, generated by a local trusted naming service

an be used by each border router to label the transit paths. 

Compared to traditional label distribution protocols (LDPs), such

s that employed by MPLS [45] , this scheme is much simpler as

t leverages on the intra-domain routing information base (RIB)

or neighbor discovery. No LDP sessions are required to be main-
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Fig. 6. Border routers generate paths with labels that are injected into the fast path table at the internal routers along the path. 
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ained across peers as well. As shown in the example scenario in

ig. 6 , border router BR 1 chooses a set of paths to reach each of

he other border routers based on transit policies. It forwards a

oute-injection message along the path with the generated label

nd the path info such that routers along the path can create a

ast path entry in the forwarding table (as seen at router R 5 ). The

dvantages of this scheme are: (i) Internal routers do not need to

erform any inter-domain route processing; and (ii) different types

f policies can easily be realized by border routers by creating dif-

erent paths and assigning labels for each, as explained in detail

n Section 4 . Similar to a RIB entry, we assume entries in a fast

athtable timeout and the border routers to periodically re-inject

he path information for a long-lived transit path. However, scala-

ility is not an issue, since this is a periodic intra-domain message

er transit route, forwarded along the route based on the intra-

omain forwarding table. 

.3. Supported routing algorithms 

Next, we consider representative routing algorithms supported

y the EIR framework described in Section 3.2 . As mentioned ear-

ier, nSPs include SIDs (service identifiers) which indicate the type

f routing algorithms supported by each AS, and this SID is in turn

xpressed in a data packet to indicate the type of service desired.

e assume that the SID space is finite but flexible enough to ac-

ommodate future routing policies and algorithms. For implemen-

ation purposes, we assigned 1 byte to the SID space, allowing 256

ypes of SIDs to be realizable. The interpretation of each SID is

lobally known, however, each AS may only support a subset of

hem. Note that, this is similar in spirit to classes of services (CoS)

nd end to end QoS proposed in BGP [46,47] .The distinction be-

ween them is the way they are propagated. As mentioned earlier,

n BGP, even if multiple paths with multiple values of a particular

oS parameter is received at an AS, a single ‘best path’ per QoS

etric would be propagated to its peers. This significantly reduces

ath diversity and leads to a myopic view of the network. 

Similar to EQ-BGP [46] , in EIR, routers interpret the SID in the

ata packet to determine which of the several routing algorithms

o use when forwarding. These algorithms can be grouped into 3

ain categories: 

.3.1. Shortest path algorithm 

EIR computes Dijkstra based global shortest paths using the

vailable vLink parameters as weights. Since multiple coarse-

rained parameters are available for each vLink, EIR runs a sepa-

ate Dijkstra for each of these, resulting in multiple forwarding ta-

les at each border router. On receiving a data packet, the border

outer looks up the appropriate forwarding table based on the SID

xpressed in the packet and forwards accordingly. 
As shown in Fig. 7 , all networks receive the SIDs supported by

n AS through telescopic flooding of its nSP. Using this information,

or example NA1 can compute the aNode path and the correspond-

ng ASes that will be traversed when using a certain metric and

ts corresponding SID. It can accordingly decide to use different

aths for different kinds of traffic such as time-critical, reliable or

est-effort delivery. This is fundamentally different from the way

GP calculates routes and forwards packets in two main aspects:

i) BGP is path vector based whereas EIR routes are global short-

st paths and (ii) BGP routes are computed based on AS hops only,

hereas EIR computes multiple routes based on each of the avail-

ble vLink metrics (including AS hops). In addition route compu-

ation in EIR can check the business relationship policy attributes

f vLinks in order to ensure that the “valley-free” property of end-

o-end route is maintained [38] , as explained further in Section 4 .

t is also potentially possible to define a SID that satisfies multi-

le forwarding criteria. For example, a SID could be defined for

 time-critical emergency application scenario that requires high

andwidth and low latency. This in turn would require an efficient

lgorithm than then computes the forwarding information base at

ach router based on both the criteria. While outside the scope

f this paper, there are several joint optimization techniques that

ould be used at each border router for path computation [4 8,4 9] .

owever a key challenge in such cases would be to ensure that the

lgorithm is fast enough to be run on an Internet-scale topology at

very border router. 

.3.2. AS-level path computation 

In addition to global shortest path routing, EIR also provides the

unctionality of using AS hop-counts for path computation. This al-

ows network operators to realize traditional “hot-potato” or early-

xit routing [50] where a transit network operator wants to re-

uce network resource usage by sending traffic out of its network

hrough the “nearest” egress border router. As shown in Fig. 7 , NA2,

A3, NA5 broadcast their support for such routing which is lever-

ged by NA1 for best-effort delivery. 

.3.3. Default routes 

Finally, network operators have the option of falling back to a

efault routing table which is based on the inter-domain link delay

r estimated time of transmission (ETT). This happens when data

rrives at an ISP which is either not able to interpret the SID or

oes not support routes for that particular SID. This ensures that

ven if the route information is out-of-date due to en-route link or

outer outages or stale SID information from telescopic flooding,

etworks have a mechanism to route packets towards the desti-

ation, through a default path. Note that although an AS has the

exibility to aggregate, it should atleast broadcast the ETT of its

nter-domain links, in order to compute routes for the default SID. 
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Fig. 7. Telescopic flooding and support for multiple shortest paths based on SIDs. 

Fig. 8. A multi-homing scenario highlighting data delivery to client E2 through two interfaces. 
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3.4. EIR routing examples 

Bringing all of the discussed features of EIR together, in this

section we walk through two examples to show how the features

of EIR can be effectively utilized for client multi-homing and delay

tolerant delivery. 

3.4.1. Multi-homing scenario 

Fig. 8 highlights a multi-homing scenario where a device with

GUID E2 , is connected to two different networks at the same time

through WiFi and LTE and wishes to receive data across both

the interfaces. The GNRS stores the up-to-date mapping of E2 ’s

GUID to network addresses. Sender E1 simply sends the data into

the network with destination E2 , where border router, B1 does a

GNRS lookup. It binds the data to E2 ’s current network addresses

( NA1 and NA2) and the appropriate SID (based on E2 ’s preference)

as shown. Every border router looks at NA1 and NA2 and takes

an independent decision based on their aNode forwarding table

whether or not to bifurcate the data stream. As shown, B1 decides

to defer bifurcating to downstream routers. Data is forwarded in-

ternally through the transit network using label based forwarding.

B3 decides to bifurcate and accordingly modifies the packet header

of the data sent across each network with the appropriate network
ddress. The algorithm used to decide on branching could be a

imple one such as “longest common path” in which only a single

acket is forwarded as long as both NA1 and NA2 are on the short-

st path. Note that mechanisms for multihoming also require a re-

iable transport for flow control as explained in our previous works

51,52] . 

.4.2. Delay tolerant delivery 

Next consider the scenario, where E2 is mobile and would pre-

er to receive delay tolerant data as shown in Fig. 9 . In this case, B1

hooses an appropriate late binding point to temporarily store the

ata and rebind it to its new location whenever available. Accord-

ngly, the network address is set to NA5 of the late binding router,

5 and the SID is set to late bind. The choice of late-binding node

s an interesting problem, and would depend on several factors,

ncluding mobility rate, frequency of disconnection, type of data,

torage availability at the late binding point, etc. The choice can be

urther improved if probabilistic information regarding E2 ’s future

oint of connection is available. As shown later in Section 5.2 , one

ossible choice of late binding is to use the aNode with the high-

st degree along the path to the previously known location, thus

roviding multiple paths to nearby networks where the end-point
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Fig. 9. Delay tolerant delivery to mobile client E2 using late-binding. 
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ay potentially reappear. In this case, B5 queries the GNRS again

o re-route data, as shown. 

As seen from the above two examples, an in-network name-

esolution service helps in supporting mobility, multihoming and

ther emerging network services. However, deploying a resolution

ervice by itself is not sufficient, since all of these services require

ath diversity and path quality information, which is not provided

y the current inter-domain routing. For example, best interface

outing for multihoming and anycast requires knowledge of all the

aths available. This in turn necessitates network states to be dis-

ributed globally, with the state including additional path quality

nformation. Similarly routing to an intermediate router for late

inding and subsequent routing to an end node requires path in-

ormation from the intermediate ASes, so as to find an appropriate

oint in the network to send and rebind. 

. Policy specifications 

Policy support is an integral part of any inter-domain routing

rotocol as network operators need to control the traffic flowing

hrough their networks in a flexible manner that is consistent with

usiness and performance objectives. In this section we discuss

he range of existing inter-domain polices as well as a few of the

merging policy requirements that can be supported through the

IR framework. 

.1. Generic policy support using SIDs 

EIR leverages on the SID space to define a set of user and net-

ork driven policies that can be supported at each AS. Examples of

uch policies are use “high-bandwidth path” or “low-latency path”

r “most-reliable path”. Each of these SID intents would lead to

he use of a different forwarding table at each AS, based on the

orresponding vLink parameters. The SID space can be used to ex-

ress more complicated policies such as “use high-bandwidth path

f available, else, switch to the most-reliable path”. Note that we

ssume that the mapping of the “meaning” of a policy to its cor-

esponding SID is known at every border router. In addition, the

ubset of SIDs supported at each AS could be different and this is

xpressed in the nSPs, as shown earlier in Fig. 7 . This ensures that

hen a particular source or network expresses an intent, it has a

eans of verifying that an end-to-end path supporting that intent

xists. As a fallback mechanism, the absence of an SID or the fail-

re to support a specific SID in an incoming packet at a border
outer, would lead to the use of the default SID which corresponds

o the ETT based shortest path through that AS. 

The intent to use a particular forwarding metric could be both

ser-driven as well as network-driven. For example, edge networks

ould mark a certain subset of packets (based on metrics like host

obility, user-type, policy agreements with individual users) on

ehalf of the end hosts. Networks could also mark data with an SID

ndicating “least resource usage” that leads to the use of the AS- 

op count based forwarding table at each hop. We realize that this

rings up the fundamental question of “who controls the path?”

or example, consider the scenario where an end host expresses

n intent that conflicts with the networks operator’s traffic engi-

eering policy. Unfortunately, this is out of scope of our current

ork and we assume that on conflict of SID’s, the ultimate deci-

ion is left upto individual network operators on how to route the

acket. Failure to support an SID at a network will always lead to

alling back to the default route through that network. 

.2. Support for business relationships 

The nSPs convey coarse-grained information about the internal

rganization of the ASes as well as the inter-domain link qual-

ty between neighboring ASes. As mentioned earlier, the vLinks

hat represent inter-domain links between ASes are tagged with

our main business-relationship indicators, namely, “customer- 

o-provider”, “provider-to-customer”, “peer-to-peer” or “backup”. 

ote that BGP does not expose business relationships globally,

hich leads to convergence loops as pointed out in [53] . Further,

orkarounds have been proposed [37,38] to infer such relation-

hips crucial for route convergence. Using the business relation-

hip information of vLinks, in EIR, the route computation algorithm

s a modified-Dijkstra, to ensure that the shortest path computed

s “valley-free”, that is, it does not violate the universal economic

est-practices [38] . 

.3. Dynamic traffic engineering 

EIR also provides the flexibility for ASes to perform dynamic

raffic engineering. Standard “hot-potato” style traffic engineer-

ng [50] can be easily reflected using the AS-hop count based rout-

ng table. Networks can tag packets with an SID expressing “least-

esource” in order to indicate the use of the AS-hop count based 

orwarding. This in turn will result in the packet exiting an AS

o a neighboring AS as quickly as possible. Note that the default
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Table 1 

Comparative analysis of policy support in EIR, Pathlet and BGP. 

Type Policy BGP Pathlet EIR Note for EIR 

Business relationship Local Pref � � � Bias vLink metrics 

Community attribute � � � Tag vLinks with relationship 

Traffic engineering Hot potato routing � X � Use AS hop count forwarding 

Load balancing � � � Route injection 

AS path inflation � Not reqd Not reqd Global view of end-to-end paths 

Scalability Prefix aggregation � � X nSP aggregation not supported 

Default routes � � � Use of ETT forwarding table 

Route flap damping � ? � Modify telescopic flooding 

Others User-initiated X � � Use of SIDs 

Network-initiated X � � Use of SIDs 

Global roaming X X � Use of GNRS 

Blacklisting X � � Stitching of inter-domain tunnels 
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ETT based route computation would lead to “cold-potato” rout-

ing, where data would always egress an AS through the ETT-based

shortest path. In addition, EIR also allows ASes to dynamically

change their aNode level topology to achieve real-time traffic engi-

neering. For example, routers from a congested part of the network

could be excluded from the aNode graph formation and not broad-

casted in the nSP. Similarly, link failures could be reflected in the

change of vLink parameters or exclusion of certain set of vLinks. 

4.4. GNRS-assisted global roaming agreements 

Supporting global roaming for end hosts in BGP is challenging

as this requires not only initial policy agreements among the par-

ticipating ASes, but also a means of tracking and verifying users

subscribed to each. There are partial and limited deployments of

such polices, such as Eduroam [54] and Google’s Fi Project [12] . In

EIR, ASes can easily enter into global roaming agreements with

each other and form an AS roaming group, which is then assigned

a unique GUID. The mapping of the group GUID to the participat-

ing ASes is maintained in the GNRS. When a participating domain’s

client migrates to and associates with the another participating

domain, the AS first verifies that the client belongs to the host-

ing domain using the previous binding stored in the GNRS. Once

the verification is completed, the hosting domain will allow up

stream traffic from the client and update the GNRS with a GUID-

to-address mapping for that client so that other network entities

can reach the remote domain’s client. 

4.5. Inter-AS agreements for tunnel setup 

We have also explored the concept of extension of intra-domain

path setup across multiple domains through a GNRS-assisted tun-

nel maintenance [55] . This is useful for enforcing policies such as

“blacklisting”. If an AS does not want its traffic to flow through a

subset of ASes, it can explicitly do so by stitching up multiple tun-

nels across ASes in its “whitelist”. This is also helpful for emerging

content delivery network use-cases, such as Netflix OpenConnect

CDN [56] , where a content delivery network would want to en-

ter into agreements with multiple ASes along the path to maintain

QoS guarantees and thereby stitch a dedicated end-to-end transit

path for traffic flowing between its data-centers and its customers.

Table 1 provides a summary of comparison of policies currently

supported in BGP and the ability of EIR to emulate them (refer to

[2] for detailed description of BGP supported policies). In addition,

since Pathlet [36] evaluates itself with contemporary routing proto-

cols [25,57,58] and supports a wide variety of routing policies, we

highlight the key distinguishing policy support features between

EIR and Pathlet. As seen from the table, most of the existing as

well as emerging policy based control can be supported through
IR. We note that baseline EIR does not support aggregation of

SPs from different neighbors, the counter-part of BGPs prefix ag-

regation. However aggregation of nSPs is not crucial for the pro-

ocol performance and overhead studies using EIR indicate that the

lobal overhead of nSP propagation is negligible compared to the

otal Internet traffic, as explained in detail in Section 5 . Also note

hat since EIR and Pathlet follow the similar principle of represent-

ng network connectivity in terms of aggregated topology abstrac-

ions, it can use a combination of Local-Transit style and BGP style

olicies to emulate many of the contemporary routing protocols. 

. Evaluation 

In this section, we evaluate the EIR protocol in terms of scal-

bility and mobility service performance through a large-scale

lick software router based prototype evaluation and an Internet-

cale simulation study. Section 5.1 describes the setup and insights

rom an Internet scale simulation effort, which is followed by

ection 5.2 , that describes the implementation details. Finally, we

lso describe the results from our in-depth mobility study experi-

ents based on the prototype implementation. 

.1. Overhead and scalability studies 

One of the main challenges of propagating link state routing

nformation throughout the Internet is scalability. We have per-

ormed extensive simulations in network-simulator (NS3) and our

ustom Python-based simulator to analyze the overhead and set-

ling time for different telescopic function and parameters (refer

o Section 3.2 for details) that provide good performance trade-

ffs between overhead and scalability. Since it is infeasible to have

 packet-level simulation of the complete AS-level graph of the

urrent Internet in NS3, we used a scaled-down topology of 200

odes, which mimics the AS-level structure of the Internet. We

rst extract the degree distribution and the latency distribution

f the measured AS-level graph from the DIMES database [59] .

ext, we build a Jellyfish topology [60] consisting of 200 nodes by

atching the distribution of ASes in each layer and the proportion

f links between layers, to the values ascertained from the DIMES

ataset. Siganos et al. [60] show that the jellyfish topology can be

sed as an accurate conceptual model for the internet topology

nd is able to capture most of its graphical properties. Real-world

easured latency values from DIMES are then used to assign link

elays in our topology in a manner that preserves the latency dis-

ribution. Fig. 10 compares the CDF of the latency values used in

ur topology with that of the complete AS-level graph obtained

rom DIMES. 



S. Mukherjee et al. / Computer Networks 127 (2017) 13–30 23 

Fig. 10. CDF of inter-AS latency in the Dimes topology and in our 200 node synthetic topology. 
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Fig. 11. (a) CDF of receiving an update at each AS for different types of telescopic functions, and, (b) that with different percentile of recipients for const-exp-const telescopic 

function. 
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.1.1. Worst case update time 

The six different monotonically increasing telescopic functions

efined earlier, were simulated in NS-3 and the settling time

or each was analyzed in order to choose a telescopic function

uited for an Internet-scale topology. Settling time is defined as

he time required for an update to propagate throughout the net-

ork. Fig. 11 (a) shows the cumulative distribution of the time at

hich each AS receives an update following its generation. As seen

rom the plot, other than constant-exponential and exponential

unctions, the others converge in less than 250 seconds for < A =
 , α = 2 , β = 4 > in equations defined in Section 3.2.3 . Note that

he exact convergence time would vary based on the parameters A,

, β and the nsP generation periodicity, however, this plot shows

s the trend of settling times for representative values of the pa-

ameters. It also highlights the fact that the constant-exponential-

i  
onstant telescopic function which has a comparatively lower over-

ead than a constant or linear telescopic function, provides rea-

onable settling time. Fig. 11 (b) further shows that even though the

orst case settling time for constant-exponential-constant function

s about 220 seconds, 75% of the nodes received the update in

ess than 150 seconds. Note that since EIR uses link-state instead

f path vector, there will be no path divergence issues as possibly

ound in BGP. 

.1.2. Internet-scale overhead 

In order to analyze the tradeoff between routing overhead and

ettling time further, we simulated one of the complete AS-level

atasets from the year 2013 available at CAIDA [39] in our custom

imulator. This dataset is composed of 47,445 ASes and 200,812

nter-AS links using which, we simulate the generation and prop-
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Fig. 12. (a) Overhead vs. settling time for different parameters of the constant-exponential-constant telescopic function, and, (b) Average and worst case load on links for 

values that provide a good tradeoff. 
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agation of nSPs across the network. Fig. 12 (a) shows the global

routing overhead vs. settling time for different values of the pa-

rameters of the constant-exponential-constant telescopic function.

Each curve is for a fixed A and α, as shown in the legend, with

β ∈ {3 → 8}, β 	 = α. As seen from the figure, there are a subset of

values ( α = 2 , β = 5 and A ∈ {6, 8, 10, 12}) that have low overhead

as well as low settling time which can be used for setting the tele-

scopic function parameters. Notice, that the worst case network

overhead is about 100 Gbps, assuming 10 0 0 byte nSPs. This is a

negligible fraction of the total Internet traffic of ∼ 182 Tbps as of

2014 [3] . Fig. 12 (b) further plots the average and worst case link

load for these subset of parameter values. As seen from the plot,

the worst case load on a link was about 300 Mbps, but on average

link load was less than 15 Mbps. Note that although the average

link load reduces with increasing in periodicity of nSP, the worst

case link load is almost constant, as the latter is based on the in-

stantaneous link load, which is not affected by the periodicity. 

5.1.3. Link failure analysis 

A key concern for any routing protocol is handling transient

conditions, either due to failures of routers and links or link flap-

ping. To understand the transient behaviour of EIR, we simulated

a vLink failure on a small topology in NS-3, as highlighted in the

bottom-right of Fig. 13 . In this simulation, a client connected to

NA 6 is downloading a large file from a back-end server in NA 1. All

physical links were set at 1Gbps with 10 millisecond latency, and

each vLink was assumed to be a direct mapping of the underly-

ing physical link. Each of the NA s shown, are representative of an

aNode in the topology. 
Data delivery starts at 30 seconds (assuming the aNode

orwarding tables have converged) and the path followed is

 server → NA 1 → NA 2 → NA 3 → NA 5 → NA 6 → client > . At the 35 th

econd, we simulate failure of the vLink NA 5 → NA 6. We plot the

hroughput at the client per second in Mbps, and as shown in

ig. 13 , throughput immediately goes to zero. nSPs are propagated

eriodically and aNode forwarding tables are recomputed every

ime when a new nSP is received. In this experiment, nSPs are

dvertised every 5 seconds and therefore, until the 40 th second,

he information of the link failure is not propagated in the control

lane. MobilityFirst uses a hop-by-hop reliable transport in the link

ayer [61] , which is particularly beneficial in this case, since data

ontinues to be pushed towards the destination and gets temporar-

ly stored at NA 5. At the 40 th second, NA 5 and NA 6 both generate

 nSP with the updated vLink information and forward them to

heir neighbors. On receiving this updated nSP, NA 4 is now able to

ompute an alternate route, whereas, NA 5 also computes the same

lternate route, based on the nSP it receives from NA 3. Data deliv-

ry therefore resumes around the 40 th second, even though rout-

ng tables at NA 1 and NA 2 have not converged. Stored data gets

erouted through the alternate path, resulting in a temporary in-

rease in the client throughput. 

This experiment, although simple in essence, highlights two key

eatures of EIR: (i) Path diversity helps in transient conditions. If

IR followed a traditional BGP style dissemination approach, the

lternate path information would have taken much longer to be

vailable at the nodes undergoing the link failure; and,(ii) It is not

ecessary for every routing table to converge in order to resume

ata flow, due to the hop-by-hop store-and-forward delivery ap-
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Fig. 13. Data delivery to an end-host, with core link failure in EIR. 
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roach of MobilityFirst. This is further highlighted in our network

obility experiment, described later in Section 5.2 . 

.1.4. Routing table size 

Maintenance of a global aNode based topology at each border

outer would imply that the inter-domain forwarding table size to

e equal to the total number of aNodes in the topology. In order

o investigate the scalability in terms of routing table entries, we

ook at a July, 2012 CAIDA dataset that provides point-of-presence

PoP) topology of ∼ 22,0 0 0 ASes. After parsing for intra and inter-

omain links and removing clusters from graph that were not con-

ected (due to incomplete dataset), we evaluated global routing ta-

le size for a graph of 11,340 ASes with their connected PoP topol-

gy. As explained earlier, EIR allows a flexible aggregation scheme,

herein each AS can independently decide on the number, types

nd properties of aNodes they wish to publish in their nSP. We de-

ne aggregation as a fraction varying between 1/ size and 1, where

ize is the number of PoPs belonging to that AS. A value of 1/ size

ndicates, every PoP in an AS is advertised as a separate aNode,

hereas a fraction of 1 indicates an entire AS is a single aNode.

 simple case to evaluate would be to consider all ASes to ag-

regate uniformly, that is, every AS chooses the same aggregation

raction, which is shown in Fig. 14 . In the figure, the blue lines

lotted in log scale, show the inter-domain table size in terms of

he number of entries at each border router with varying levels

f aggregation. The red lines show the average BGP table size as

eported by CIDR [62] for the same month and year. Note that al-

hough BGP does not provide any intra-domain topology informa-

ion, it needs to maintain an entry for every aggregated address

refix announced in the Internet, which is much larger than the

otal number of ASes in the internet. As seen from the plot, even

hough EIR maintains a global view of the network, aNode table
izes are comparable to current BGP table sizes, for moderate lev-

ls of aggregation. 

In a realistic scenario, we expect ASes to not follow a uniform

ggregation scheme and therefore the table sizes would vary, de-

ending on how many aNodes each AS advertises. However, if we

ssume each AS to randomly choose an aggregation fraction, in the

bove experiment, on an average, the aggregation fraction would

e close to 1/2 and therefore the aNode table sizes will be close

o 510K, which is slightly larger than the corresponding BGP table

ize. In reality, however, we expect most ISPs to choose a relatively

igh aggregation factor and the global table sizes to lie towards the

ight of the plot. 

.1.5. Memory requirements 

EIR also requires each border router to store the latest copy of

he network state packet received from all the other ASes in the

etwork. As explained earlier in Section 3.2.2 , each nSP packet size

s different, based on the aggregation policies of the source AS and

he number of inter-domain neighbors it has. However, assuming

 maximum packet length of 4096 bytes (same as the maximum

GP packet size [1] ) and considering the total number of ASes in

he network to be 57,840 (as published by CIDR for June 2017 [62] ),

his would require a memory size of 4096 × 57 , 840 = 237 MB .

imilarly, BGP update packet sizes are also variable and each peer

eeds to generate a separate update packet for every unique path.

or example, for 672,522 destination prefixes (as of June 2017 [62] ),

here could be as many as 50,0 0 0 unique paths from a peer. While

t is difficult to calculate the exact memory requirements, as Cisco

oints out, a minimum memory size of 512 MB is recommended

or each BGP router [63] which should also be sufficient for the de-

loyment of EIR. 
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Fig. 15. Overview of the Click router prototype for border and internal routers. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2 

Probabilistic transition for user mobility. 

Basic parameters: 

Z avg number of network transitions/s 

K total number of network transitions 

T granularity of transition (s) 

r avg distance to neighbors (m) 

s avg speed of mobility (m/s) 

w = s/r average transition rate/s 

α probability of transition to a network 

Transition probability from node N j : 

α( wT )/ N j to each of N j ’s neighbors 

(1 − α)(ZT ) /K to each of K non-neighbors 
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5.2. Prototype evaluation 

To measure the performance and implementation feasibility of

EIR, we have built a prototype router (based on the Click modular

router design [64] ) and evaluated it using the ORBIT testbed [65] .

Our router consists of two components: control plane and data

plane. As shown in Fig. 15 , border routers send and forward nSPs

as per the specifications outlined in Section 3.2 through the control

plane, whereas internal routers simply use label based paths set

up by the border routers. In addition, all routers exchange intra-

domain link probes and link state updates through the control

plane to build up the intra-domain topology using MobilityFirst’s

generalized storage-aware routing (GSTAR) [9] . GSTAR is a link state

routing protocol, where link state messages carry the estimated

time of transmission (ETTs) of intra-domain links. This in turn is

utilized by the border routers in EIR to build aggregated vLinks.

Our current prototype only computes the latency metric of vLinks.

However, in future, we plan to augment GSTAR with additional pa-

rameters in order to compute bandwidth, availability and variabil-

ity of vLinks. 

One of the key aspects of EIR is its support for mobility, both for

individual devices as well as for networks as a whole. In order to

evaluate such scenarios, we used a realistic inter-domain topology

and a probabilistic mobility transition matrix which is briefly de-

scribed below. This was used with the Click software prototype im-

plementation on the ORBIT testbed for end-user and edge-network

mobility evaluations. 

5.2.1. Topology generation and probabilistic mobility 

We start with the previously described CAIDA dataset from

2012 with PoP-level topologies, and parse the dataset based on

cities. Specifically we focus on San Francisco, which has a point

of presence of about 326 ASes. We consider a cooperative scheme

where a multitude of ASes agree to share coverage and connectiv-

ity among their customers, i.e. a user can decide to switch from

one network provider to another when moving, provided the latter

provides a better coverage in the region. Out of all the available

ASes in the dataset, we choose 15 random ASes to participate in

this cooperative scheme. Since AS tier information was not avail-

able in the dataset, a random choice ensures that we get a good

mix of ASes from different tiers. Given the PoP-level topology, a

corresponding aNode topology is developed for each of the partici-

pating ASes based on geographical proximity, that is, PoPs belong-

ing to the same AS and located close to each other are clustered to
he same aNode. This lead to a final inter-domain EIR topology of

3 aNodes. 

In order to realistically model inter-domain mobility our tran-

ition probability matrix takes into account the following factors:

i) Local mobility within a certain radius (denoted as r ), with equal

robability of transition to all aNodes within the “local boundary”;

ii) biased transitions between aNodes belonging to the same AS

ithin the local boundary, as users tend to remain connected to

he same network provider as they move, unless no connectivity

y the current provider is available at the new location; and, (iii)

iased transitions (determined by α) to a random, k number of

macro mobility” points based on the average number of networks

isited by a user per day [66] . Table 2 explains the transition prob-

bility computations. 

.2.2. Mobility support through late binding 

Based on the San Francisco topology and a mobility matrix gen-

rated for a typical mobile user, we analyzed the path stretch that

s incurred with and without late binding. Path stretch is defined

s the number of hops traversed by a packet to the number of hops

cross the shortest path between the source and the destination.

ote that without late binding, failure in delivery would result in

ebinding through a GNRS re-lookup at the previous point of at-

achment. On the other hand, late-binding would re-bind the net-

ork address at an intermediate router, as explained in Section 3.4 .

he late-binding algorithm for this evaluation chooses the aNode

ith the highest degree along the path as the late-binding point.

he intuition behind this logic is that a highly connected node

ould have shorter path stretch to the next point of association

or the user. 
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Fig. 16 highlights the improvement in path-stretch when pack-

ts are late binded along the way. Notice that the solid blue and

he dotted red curves are fairly close since once a mobile node

oves, only the packets in transit are rerouted and suffer a path

tretch, whereas newer packets are automatically sent to the new

estination, from the source, following a GNRS lookup. Also note

hat MobilityFirst data packets carry both the GUID and the net-

ork address in its header [8] . Therefore, lookups do not need to

e done at every aNode. Once a lookup is done, the up-to-date ad-

ress is reflected in the packet to reduce further lookups. GNRS

esponses can also be temporarily cached at a router, such that

ubsequent packets do need a lookup. However, in our experiment,

very packet incurred a GNRS server (located 1 hop away) lookup

oundtrip delay. Previous works have looked at how to distribute

NRS servers in order to further reduce this lookup latency [29,30] .

In future evaluations, we plan to look at different late binding

echniques, so as to minimize path-stretch and improve latency of

ata delivery across a broad range of mobility scenarios. 

.2.3. Network mobility 

Based on the same topology, we evaluate an use-case of net-

ork mobility, where the evaluation scenario consists of a mobile

Node connecting to different ASes as it moves and a source in a

istant AS trying to deliver data to the mobile network. To realis-

ically model network mobility, we use actual bus traces from San

rancisco Municipal Transit system [67] . We measure the data de-

ivery failure rate for different routing update rates, where failure

ate is defined as the ratio of number of packets not received to

he number of packets sent. Since through rebinding and delay tol-

rant delivery supported by the MobilityFirst architecture, packets

ill eventually be delivered at any mobile node, for the purpose of

his experiment, we calculate failure at the previous point of asso-

iation, before they are re-routed to the next. 

Fig. 17 shows the delivery rate at mobile buses on 9 randomly

icked routes, for different update intervals of the telescopic func-

ion. Similar to our previous experiments, the values of α and β
ere kept constant at 2 and 5 respectively as they provided reason-

ble overhead and settling time, based on our Internet-scale sim-

lation. We also looked at the number of AS transitions for each

race which determines the failure rate and observed that 2 hops

S transition tend to dominate these mobility events. Of the 9 ran-

omly picked traces, trace 1 resulted in a scenario that had pri-

arily 1-hop transitions and hence the data delivery rate is almost

imilar for different telescopic hold time. Whereas in the other

races, there are a few transitions to ASes that are multiple AS-

ops away. Consequently, the failure rate increases with A as the

eachability to the mobile aNode is not known for a longer period

f time due to the telescopic hold function of the nSPs. 
. Related work 

There has been a considerable amount of work done in improv-

ng inter-domain routing which can be broadly classified into two

ategories: (1) extensions to BGP, and (2) clean-slate routing pro-

osals. 

.1. Extensions to BGP 

Proposals such as path splicing [68] and route-deflections [69]

re loose source routing based schemes, where the end-hosts are

ssumed to be intelligent enough to decide and to explicitly choose

 path alternative to the default BGP-computed route. Yang and

etherall [69] provide a limited choice of paths, whereas Motiwala

t al. [68] provide path diversity, however does not address the

ssue of scalability. MIRO [58] moves the decision of path choice

rom the end-host to the AS which could request alternate paths

f it is not satisfied with the default BGP route. This handles scal-

bility effectively, but reduces path diversity. Wang and Gao [70]

ropose similar fail-over path set-up techniques in order to re-

uce disconnectivities on link failures. In contrast, Verkaik et al.

71] propose a service plane with active servers that act in con-

unction with BGP in order to perform dynamic route control,

hich requires additional resources and results in increased con-

rol overhead. 

Recent works on BGP, have introduced the mechanism of ad-

ertising multiple paths for the same address prefix [72] as well

s defining and advertising multiple classes of services (CoS) [46] .

ultipath BGP [72] is akin to the EIR design choice of advertis-

ng multiple paths in each AS. However, EIR goes one step far-

her by providing path diversity in the form of aggregated intra-

omain routes as well. The concept of advertising multiple CoS in

Q-BGP [46] is also similar in spirit to EIR’s SID space. In this de-
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sign however, there is no concept of multiple paths being adver-

tised for each CoS. The authors propose to extend BGP reachability

messages to include CoS information of each AS. Q-BGP [73] pro-

poses the same ideas as EQ-BGP but by defining new update mes-

sages to disseminate QoS classes. In EIR, we have adopted the for-

mer design choice, in order to keep the routing control overhead

tractable. In this respect, EIR design is conceptually a union of EQ-

BGP (multiple service classes) and MP-BGP (path diversity). 

6.2. Clean slate routing 

There has also been a growing interest in the Internet com-

munity to look for alternatives of BGP that could be incremen-

tally deployed. For example, in the locator-identifier split approach

(LISP) [25] , tunnels are set up between egress points in an AS, sim-

ilar to MPLS [45] , and then BGP is used to deliver data based on

these tunnels. A flat end-point ID is then used at the receiving

AS to deliver to the final destination. This multi-AS tunnel setup

could easily be emulated in EIR, with the difference being, tun-

nels and end-hosts are both identified by flat GUIDs. In addition,

intra-AS aNode-level topology information provides a finer gran-

ularity of path selection in case of EIR. As mentioned before, the

aNode-vLink abstraction in EIR is similar to the idea of vNodes in

Pathlet [36] . Recent standardization efforts have looked into seg-

ment routing [74] which also proposes abstracting the network into

segments and then choosing appropriate segments at the source

to build and end-to-end path. However, our path-selection ap-

proach is quite different from that of Pathlet and segment rout-

ing, both of which perform loose source routing. Instead, EIR pro-

vides the flexibility to choose end-to-end routes to both end-hosts

as well as intermediate ASes through the use of SIDs. EIR also uti-

lizes the name resolution service (GNRS) of MobilityFirst to per-

form dynamic re-routing of in-transit packets during mobility and

changing network conditions, which is difficult to do in source-

based routing. HLP [75] uses a hybrid link-state and path-vector ap-

proach where provider-customer sub-graphs use link-state routing

for path-diversity and peers use path-vector. This effectively im-

proves scalability of the protocol. In contrast, providing global view

of multiple end-to-end paths provides additional path-diversity

and allows EIR to realize policies beyond simple business relation-

ships. NIRA [57] offers more choice to end-users in choosing the

exact set of transit ASes using a hierarchical provider-rooted ad-

dress scheme. However, similar to HLP, the basic protocol provides

limited support for policies other than business relationships. 

7. Conclusions 

In this paper, we have proposed the edge-aware inter-domain

(EIR) routing protocol as a potential solution for inter-network

routing in the future mobile Internet. The proposed architecture

has been shown to provide improved support and flexibility for

routing to wireless devices, network-assisted multipath routing,

routing to multiple interfaces (multi-homing) and service anycast.

Our results show that even with increased expressiveness of net-

work structure and node/link properties, the protocol can be de-

signed to have reasonably small overhead via telescopic dissemi-

nation of the nSPs. Further, prototype evaluations using Click soft-

ware routers on the ORBIT testbed show proof-of-concept level

feasibility. Experimental results for selected use-cases show good

service-level performance can be achieved in highly mobile sce-

narios. For further work, we plan to deploy EIR on the GENI large

scale testbed to evaluate service capabilities and performance in

more realistic global network scenarios. 
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