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Abstract—Dedicated Short Range Communications (DSRC)- sion control mechanisms, requires an in-depth undersigndi
based communications enable novel automotive safety appéi- of MAC performance under congestion.
tions such as an Extended Electronic Brake Light or Intersetion While several simulation-based studies have addressgd thi

Collision Avoidance. These applications require reliablewireless bl 11-[5]. K led . tal valioas
communications even in scenarios with very high vehicle desity, ProR/em [1]-[5], to our knowledge no experimental valida

where these networks are primarily interference-limited. Given Of these results in high density scenarios exist. In pdeticit
the uncertainties associated with current simulation modks, par- remains unclear whether the effect of co-channel intenfeze
ticularly their interference models, it is critical to experimentally  gnd physical layer capture (PLC) [6] is appropriately mbetel
validate network performance for such scenarios. in these simulations. These effects determine which sistio

Towards this goal, we present a systematic, large-scale exp . . o
imental study of packet delivery rates in a dense environmen Can receive a packet when multiple senders are transmitting

of 802.11 transmitters. We show that even with 100 transmiers ~ Simultaneously. While many analytical results based on the
in communication range with a frame size of 128 bytes and well-known Bianchi's IEEE 802.11 saturatibrthroughput
a bit-rate of 6Mbps, (a) most receivers can decode over 1500 model [7] include the simplifying assumption that all cdilig
Pps in a saturated network, which corresponds to a packet nackets are lost, it is generally believed that tracking the

delivery rate of 45% and (b) the mean packet delivery rate, . - . . .
for 10 pps per node workload that emulates vehicular safety signal-to-interference-plus-noise-ratio (SINR) yietle most

applications, is about 95%. These results demonstrate that accuratg results (implemented by .sir.nula.tors such as Qualne
COTS 802.11 implementation can correctly decode many pacte [8]). This model accepts a packet if its signal power exceeds
under collision due to physical layer capture and can servesaa the cumulative power of all interfering signals by a certain

reference scenario for validation of network simulators. capture threshold. Recent experimental results with lowey
sensor mote radios [9], however, suggest that this cumelati
. INTRODUCTION interference is not a good predictor of packet error rate. If

Advances in vehicle-to-vehicle (V2V) communication ensSimilar observations hold for the 802.11 implementations,

able novel safety, driver information, and entertainmemt a@ Model considering only the strongest interfering signal,
plications by providing a low latency, high-capacity chahn s!mllar in spirit to the basic ns-2_ interference model, may
between vehicles. Safety applications such as an extend#g]d more accurate results. In either case, there alsdsexis
electronic brake light (EEBL) or intersection collisioncig- further uncertainty about the exact capture threshold irect
ance (ICA) promise to reduce vehicle accidents by transrgitt hardware, which will also affect performance. _
warning messages between vehicles to notify following carsNew Contributions: To reduce these uncertainties, this pa-
and their drivers of dangerous situations. To be effectivese Per presents preliminary results of an experimental vabda
applications require low-latency and highly reliability2V of 802.11 MAC performance in high density vehlcular. net-
communication protocols. works. Although saturation throughput perfqrmance fogmn
Messaging reliability may be affected by multipath fadind]°P |EEE 802.11 networks has been studied extensively [7],
shadowing from roadside structures and other vehiclescand [10]: [11], to our knowledge, this is the first large-scal@es-
channel interference, among others. This paper concestreﬂ‘e”tal study of its kind that uses 100 802.11 no_des_ to measure
on interference, whose effect is most significant in den§&rformance for many-to-many broadcast applicationsng/si
scenarios, for example on major highways with hundredslaboratory setting with controlled mterfgrence, |t.alix)|n— .
of Dedicated Short Range Communication (DSRC, currenff{fPth analysis through repeatable experiments, with geci
under standardization) equipped cars in communicatiogeranknown configurations. Key contributions of this paper imgu
Evaluating messaging reliability and designing mechasiton  « Experimental analysis of saturation throughput in dense,
reduce interference and congestion in this environmerh su  single channel, single hop 802.11 networks with up to

as transmission power control, directional antennas, orisd 100 transmitters, a packet size of 128 bytes, and a bitrate
of 6Mbps. Even with significant packet collisions, most

This material is based upon work supported by Toyota InféionaTech-
nology Center (ITC). 1Each transmitter always has a packet to send.



isolation of root causes.

The limitations of this approach are that nodes remain
stationary and the setup does not capture the time-varying
channel characteristics of V2V communications. As such,
the results can only characterize performance of a snapshot
scenario, in which relative vehicle positions do not change
Further, all nodes being fairly close together, remain imeo
munication range and no hidden nodes are present. While
emulation of larger inter-node distances and hidden nosles i
possible on ORBIT, in principle, we omitted them because
validation of this approach requires substantial furtherky

Fig. 1. ORBIT Testbed setup consisting of 400 small fornmeaé®Cs with Even W_'th these limitations, we believe that the Currem‘}?m
two 802.11 wireless NICs each. of considerable value as a reference scenario for undeistan

the accuracy of high density V2V simulations and adequate

modeling of interference and packet capture.
receivers can correctly decode, on average, over 1500rhe experiments use an 802.11a MAC, on which the IEEE
packets per second (pps). 802.11p standard [14] under consideration is based upon.
lllustrating the significant effect of PLC on both throughThe nodes use IEEE 802.11 ad-hoc mode while broadcasting
put fairess as well as cumulative saturation throughpyaciets at a fixed 6Mbps bit-rate. We carry out multiple runs
Throughput predicted by models that do not accougt each experiment to ensure repeatability of results. €Tabl
for packet capture, such as Bianchi's model does ngfqyides further details on configuration parameters.
correlate _weII with t_—zmpirical observations sincg with 100 \we measure packet reception rates through a set of sniffers,
senders in saturation almost all packets collide. Theggnfigured to only receive pack&t©ne sniffer is chosen next
results underline the importance of precisely modeling o5ch sender, on the node with the highest SNR link to

interference and PLC. _ the sender, according to calibration measurements coadiuct
Experimental analysis of packet delivery rates (PDR) igafore the experiments.

dense, single channel, single hop 802.11 networks Withnte that the only significant source of packet loss in
up to 100 transmitters. With a packet size of 128 byteg,is experiment scenario is co-channel interference frémero

a bitrate of 6Mbps, and a packet injection rate of 10 PR nders within the same experiment (i.e. packet collis3ion
per sender (emulating planned safety applications),®®Suthe ORBIT testbed is largely shielded from outside inter-
show that the average PDR remains at about 95% ev@Rence and we have confirmed during the calibration phase

with 100 senders.

that packet error rates on all links in our experiments ase le

Roadmap: The remainder of this paper is organized aghan 1%. Further, note that only synchronous collisionsgneh
follows. In the next section, we explain our evaluation noeth at least two nodes select the same slot for transmission, can
ology. In section Ill, we characterize saturation throughpbe expected to occur during our experiments. Asynchronous

and PDR performance to emphasize the significant effect of
PLC. This is followed by section IV, which presents a PDR ?We noticed significant packet loss in the MadWiFi [13] drjvapparently

comparison with earlier simulation results. Finally, gegty due [0 software bugs, when the same NIC was used for bothrepraid
receiving packets under heavy load. Thus, we use a sepadéefar packet

concludes the paper. reception. Each sniffer is in ad-hoc mode (as opposed tototomiode) and
reports per-frame information (RSSI, PHY bit-rate, redmestamp, frame
II. METHODOLOGY size) using a modified version of the driver.
This work considers a many-to-many broadcast scenario
in a single-hop 802.11a network with up to 100 stations. TABLE |
The experiments leverage the publicly accessible ORBIT ATTRIBUTES SUMMARY FOR EXPERIMENTS
testbed [12] (shown in Figure 1) to carry out systematic and
controlled experiments. This testbed consists of 400 nodes | Attribute | Value |
(standard Linux PCs), each of which is equipped with two Radio Nodes 5112328 \gﬁl\ﬂciggﬁeﬁ%
vv_|reles§ 802.11a/b/g mterfa_ces._ The nodes are pIaced(\mat Wireless interfaces T2 X Atheros ARS217 based
dimensional rectangular grid with 1m spacing (see Figure 1) mini-PCI 802.11a/b/g
and the antennas mounted on the sides. PHY/LLC/MAC Used | IEEE 802.11a @ Channel 40
; ; : : PHY Link Speed 6 Mbps (RTS and
Conducting experiments in a controlled Igboratory sett_lng MAC retries disabled)
(such as ORBIT) rather than a real road environment provides Wireless output power 18 dBm
the following advantages. First, it allows experimentatizth ___OS Used _ Linux 2.6.18
hundreds of stations with manageable effort. Second itvall Wireless Card Driver msgygng%E]vagg
experiments with controlled propagation and interferesiee- Antenna Omni-directional (648 gain)

acteristics. Third, experiments are repeatable, alloveasgier
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(a) Cumulative throughput (5 senders) (b) Cumulative throughput (50 senders) (c) Cumulative throughput (100 senders)

Fig. 2. Empirical mean and std. dev. in cumulative throughpackets per sec.) at each receiver. Note that empiricalgihput is much higher than what
Bianchi's model predicts. In the case with 100 senders, thdainpredicts a throughput of 2 pps (not visible).

collisions, where one transmission begins while another wsthin 128us from the start of reception of the first received
active, are suppressed by carrier sense. frame [16, pp. 202-203]). The existence of PLC in 802.11
Workload and Metrics: The experiments consider tworadio modems has been verified experimentally [17] and it has
different workloads: (i) a saturation workload, where eadbeen incorporated in analytical [6], [18] and simulationdals
transmitter generates packets at the maximum possible i@k [19]. The use of Bianchi’'s model here serves as guidance
and (ii) a periodic broadcast workload, where each traemitto estimate the significance of this effect and to understand
generates 10 packets per second. In both cases, we ud®w frequently collisions occur.
modified version of the Uniping utility to reliably generate  Our main observations from these graphs are:
small 128-byte packets (including MAC layer headers) at mil , Even with 100 transmitters, most receivers can correctly
lisecond granularity. We choose an experiment duratior26f 1 decode, on average, over 1500pps. With 50 transmitters,
seconds for each experiment configuration to ensure tht eac  mean throughput at most receivers is over 2000pps.
transmitter sends at least 1000 frames during the expetimen Hence, at a packet transmission rate of 10pps, the network
Packet size and broadcast frequency are in agreement with should be able to accomodate at least 100 transmitting
common assumptions about V2V safety applications. nodes. We investigate this further later on in this section.
As metrics, we choose cumulative (and per-user) goodput, Relative to the 5 sender case (Figure 2(a)), mean through-

for the saturation workload. This allows quantification ehig
able throughput and also enables comparison with resolts fr
Bianchi's well-known analytical saturation throughput aeb

put drops by 46% for the 50 sender case and 56% for the
100 sender case. From the analytical throughput curve,
which does not take into account PLC, throughputis close

for the 802.11 MAC. For the periodic broadcast workload we  to zero in both cases, meaning that almost all frames are
measure the mean packet delivery rate per sender across all involved in collisions. Thus, PLC recovers a frame in
receivers. This metric characterizes messaging relighbiti about 50% of the collisions in this scenario.
this scenario. It also illustrates how many packets were los , Models that assume the loss of all colliding packets, such
due to collision. as [7], significantly underestimate maximum achievable
throughput. With 100 transmitters, the mean cumulative
I11. SATURATION THROUGHPUT ANDPACKET DELIVERY . . .
throughput from our empirical observations is approx.
RATE IN HIGH DENSITY SCENARIOS . . . .
. o 1600pps whereas Bianchi's theoretical model predicts a
Figure 2 presents the mean and standard deviation of throughput of only 2pps.
cumulative saturation throughput measured at every receiv , Throughput fairness decreases with increasing numbers
for 5, 50, and 100 senders. We also show the corresponding of senders. This is evident in the increased variance
analytical prediction from Bianchi’s model [7]. To enablest in number of frames received across different receivers
comparison, we modify the model for broadcast transmission  (even when not considering outliers, which may indicate
at 6Mbps and simulate it in MATLAB [15]. software problems). Table Il also reports Jain’s fairness
Note the throughput gains compared to Bianchi's model, index (JFI) [20] at 2 receivers for different sets of senders

which are likely due to PLC [6]. Bianchi’'s model assumes that To analyze PLC further, we compare throughput and RSSI
all frames involved in a collision are lost. With PLC, howeve

a receiver can decode one of the frames involved in a catlisio
if its signal power is stronger than the other interfering
transmissions. Moreover, the stronger frame is decoded eve
if it arrives after the other colliding frames provided it iS[ Number of senders 5 10 30 50

JFI at Revr. 1 0.956679 | 0.918676 | 0.548513| 0.383876
JFI at Revr. 2 0.955543 | 0.859743| 0.619533| 0.451277

TABLE Il
EMPIRICAL FAIRNESS COMPARISON FOR2 RECEIVERS

SFor each frame transmission, delays associated with SIEsAretrans-
missions and exponential backoff are not used.
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Fig. 3. Empirical mean and std. dev. in per-sender throughpd RSSI at 2 receivers in the 10 sender, 10 receiver expetaimNote that there is good
correlation between per-sender throughput and RSSI.

for different senders in the same experiment. Figure 3 shows

the mean and standard deviation in per-sender throughput ol T?f%%%‘é%“%‘i:fé'%]i\éﬁ
and RSSI for two receivers in the 10 sender, 10 receiver “ ’ s i § HE H |
experiment. R :

From these results, we observe that

60

« a strong correlation between the per-sender throughput Z )
and RSSI exists—the sender with the highest RSSI at & _|
a particular receiver also has the highest throughput. i

We observe similar correlation in the 5, 30, 50 and
100 sender experiments (not shown here due to space
constraints). This supports, that throughput differences
can be attributed to physical layer capture.

« the throughput for the senders with an RSSI advantag@- 4.  Boxplot (five-number summary) of PDR for varying \afiar
shows a more significant difference between the empiri:gﬁgsxi'ss'\ﬁtf?ert:ﬂ the Doxplot s caleulated over difieréme Intervals
observation and the theoretical prediction.

These results highlight the importance of correctly mod-
elling PLC in simulation scenarios with saturated channe§milar scenario, Table Ill shows the expected packet dgfiv
They also show that significant unfairness can exist even fiafes with collision and possible gains under idealizedwrap
vehicular environments that are predominantly line-ghsi ~ assumptions. The packet delivery rate with PLC is higher,

We now consider the periodic broadcast scenario, Whé‘@]llar to those obtained from our eXperimental resulteseh
each sender generates a lower traffic load emulating patentesults imply that the negative effects of synchronous MAC
Safety app"cations_ We measure packet de”very rate (PDR)”lSlOﬂS on the rellablllty of DSRC Safety messages could
across different node densities. Figure 4 presents theltwox@Pe largely mitigated by PLC, even at high vehicular densitie
(max, median, min, inter-quartile range, and outliers) DR3
for five randomly selected sample sendersross all receivers.
Note that the majority of the receivers reach a PDR aboveT0 gain a preliminary understanding of how these results
90% with the median PDR varying between 96% and 98.4%pmpare to those produced by state-of-the-art simulatiod-m
depending on vehicle density (mean PDR varies betweels, let us compare with ElBatt and colleagues’ high-dgnsit
94.4% and 97.6% and std. deviation in PDR varies betwegghicular Qualnet [8] simulations [4], which best match our
2.4% and 5.1%). Overall, PDR even with 100 senders withgxperimental scenario. ElBatt et al. describe a high dgnsit
transmission range remain much higher because the charéiéfl a low density broadcast scenario using only a slightly
does not reach saturation. larger packet size (160 bytes including all headers) and the

Since Bianchi's model is only valid for saturated network$ame 10pps injection rate. The main difference betweerethes
it is more difficult to calculate collision rates and captgeens Simulations and our experimental setup lies in the spatial

in this non-saturated scenario. For an Alohafigeotocol in a arrangement of the nodes, which follow a highway layout in
the simulations and are separated by larger distances.
‘_"Sin(‘:e‘all senders are essentially homogenous, we expscteiilt to be Table IV presents the vehicle density (number of vehicles
qu;te similar even if we include the datg from the rest of tbl_ade_rs. _ in communication range) and measured packet delivery rate
Nodes transmit for a 100 usec period at a random point in tivesye . .
that we derived from the results reported in [4] for low and

100msec. All nodes are in range of each other and in the caselliion, . - ; - i
the frame with the highest received power is captured. high density scenarios. The low density scenario, cormesdpo

0

5 15 25 ' 35 45 60 80 100
Number of Senders

IV. DISCUSSION



to the periodic broadcast scenario reported in this paper asomparison with simulation results and an investigation of
both results agree. The high-density includes a sufficiettie accuracy of SINR-based interference models. It would
number of vehicles to (at least nearly) saturate the chanrabko be interesting to experimentally investigate theotftd
Thus, the result may be compared with the saturated chanagynchronous collisions, due to hidden nodes, on the iigyab
experiments reported in Fig. 3. Note that in this scenar@ tlof vehicular safety applications.

results differ. The experimental results with 50 and 10@ses
already indicate PDRs of 54% and 44%, lower than in the
simulation with 348 vehicles (about 60%). (1]
This difference raises questions for further inquiry. We
speculate that the difference in spatial arrangement oésiod[2]
accounts for some of this difference. It is also possiblé tie
simulation model, especially its interference model, does
accurately match 802.11 behavior. A more detailed comaris [3]
between simulation and experimental results could shéd lig

onto this. 4]

V. CONCLUSIONS ANDFUTURE WORK

We have experimentally analyzed cumulative (and per-
sender) throughput for a network saturation workload, ang’]
packet delivery rate (PDR) for a periodic broadcast work-
load emulating vehicular safety applications, in denseHEE
802.11a networks with up to 100 senders. We highlightefg]
the substantial effect of physical layer capture (PLC) on
performance. Specifically, we conclude that: 7

o In a saturated network with up to 100 transmitters, a
packet size of 128 bytes, and at a bitrate of 6Mbps, most
receivers can correctly decode, on average, over 15
packets per second (pps). This corresponds to a PD
of 45% and, in a preliminary comparison, appears lower
than predicted by a state-of-the-art simulation in a simil
(but not identical) scenario. [11]

« Analytical models that assume the loss of all colliding
packets, such as [7], significantly underestimate max-
imum achievable throughput. About 50% of collisionsi2]
were recovered through PLC.

« For a workload that emulates vehicular safety applica-
tions, even with 100 senders within transmission ranges]
PDR is substantially higher, about 95%, because the
channel is not yet saturated. [14

We hope that researchers will find these results useful as a
reference scenario to validate accuracy of simulation sode
In future work, this study can be extended by more rigorous

[15]
TABLE IlI [16]

MEAN PDR (ACROSS30 RUNS) FROM JAVA SIMULATIONS FOR AN
ALOHA-LIKE MAC. [17]

Number of Senders 10 30 50 70 100
PDR (%) (without PLC) | 99.8 | 98.7 | 94.8 | 91.6 | 825 (18]
PDR (%) (with PLC) | 99.9 | 99.1 | 97.9 | 956 | 91.3
[19]
TABLE IV [20]

PDRFROMDSRC QUALNET SIMULATIONS [4] FOR LOW AND HIGH
DENSITY SCENARIOS

Low
96%

Node Density
PDR (%)

High
61.1%
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